Duality in constrained optimal investment
and consumption problems: a synthesis
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1 Dual problems made easy

These lectures are all about optimal investment/consumption problems, usually
with some ‘imperfection’, such as transaction costs, or constraints on the per-
mitted portfolios, or different interest rates for borrowing and lending, or margin
requirements for borrowing, or even just incomplete markets. Some time ago,
Karatzas, Lehoczky & Shreve (1987), and Cox & Huang (1989) realised that
the use of duality methods provided powerful insights into the solutions of such
problems, using them to prove the form of the optimal solution to significant
generalisations of the original Merton (1969) problem, which Merton had proved
using (very problem-specific) optimal control methods. These duality methods
have become very popular in the intervening years, and now it seems that when
faced with one of these problems, the steps are:

(i) try to solve the problem explicitly;

(i) if that fails, find the dual form of the problem;

(iii) try to solve the dual problem;

(iv) if that fails, assume that investors have log utilities and try (iii) again;
(v) if that still fails, generalize the problem out of recognition and redo (ii);

(vi) write a long and technical paper, and submit to a serious journal.

As so often happens, when all the details are written up, it can be very hard to
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see the main lines of what is going on, and 1 have to say now that with most
of the papers I have read in the literature, I find it easier to take the statement
of the problem and work out the dual form for myself than to try to follow the
arguments presented in the papers. This is not to say that the paper is redundant,
but rather that one can very quickly get to the form of the dual problem, even if
proving that the dual and primal problems have equal value remains a substantial
task.

There is in fact a unified (and very simple) approach to find the dual form of
the problem which works in a wide range of cases’. We can think of this as
the Pontryagin approach to dynamic programming; or we can think of it in the
‘Hamiltonian’ language of Bismut (1973), (1975) (see, for example, Malliaris &
Brock (1982) for the outline of the method; Chow (1997) also emphasises the
efficacy of this approach). To illustrate what I mean, let me now present the
method applied to the very simplest example.

Example 0. Suppose we consider an investor who may invest in any of n stocks
and in a riskless bank account generating interest at rate r;. Then the wealth
process X of the investor satisfies the dynamics

dXt = ’f'tXtdt + Ht(O'tth + (bt — Tt].)dt), XO =T, (11)

where all processes are adapted to the filtration of the standard d-dimensional
Brownian motion W, o takes values in the set of n X d matrices, and all other
processes have the dimensions implied by (1.1)3. The process 6 is the vector of
amounts of wealth invested in each of the stocks. The investor aims to find

supE[ U(Xr) ], (1.2)

where 7' > 0 is a fixed time-horizon, and the function U(-) is strictly increasing,
strictly concave, and satisfies the Inada conditions®.

Now we view the dynamics (1.1) of X as some constraint to be satisfied by X,
and we turn the constrained optimisation problem (1.2) into an unconstrained
optimisation problem by introducing appropriate Lagrange multipliers. To do
this, let the positive process Y satisfy®

dY; = Y,(B,dW; + audt), (1.3)

2... but see Section 6.

380, for example, 1 is the column n-vector all of whose entries are 1.

Nimg o U'(z) = oo, limgseo U'(z) = 0. For concreteness, we are assuming that X must
remain non-negative.

5Tt is not necessary to express Y in exponential form, but it turns out to be more convenient
to do this in any example where processes are constrained to be non-negative.



and consider the integral fOT Y,dX;. On the one hand, integration by parts gives
T T
/ Y,dX, = X¢Ve — XoYo — / X,dYs — [X, Y]z, (1.4)
0 0
and on the other we have (provided constraint/dynamic (1.1) holds)

T T T
/ Y,dX, = / Y, 6,0,dW, + / Y {r X, +0,(b, — r,1)}ds.  (L.5)
0 0 0

Assuming that expectations of stochastic integrals with respect to W vanish, the
expectation of fOT Y,dX; is from (1.4)

T
E [XTYT ~ XoYo — / Yo{a, X, + HSasﬁs}ds] , (1.6)
0

and from (1.5) ,
E[/ Yo{r. X, +6,(b, — r.1)}ds]. (1.7)

Since these two expressions must be equal for any feasible X, we have that the
Lagrangian

A(Y)

t
sup F [U(XT) + / Y{rsXs + 05(bs — rs1) }ds
0

X>0,0
T
~Xp¥r 4 Xo¥o+ [ Vi{auX, + 0,0,8,}ds
0

= sup £ [U(XT) — Xr¥Yr + XoYp
X>0,0

T
+/ Y;{TSXS + Hs(bs - 7’51) + OlsXs + HsUsﬁs}dS} (18)
0

is an upper bound for the value (1.2) whatever Y we take, and will hopefully be
equal to it if we minimise over Y.

Now the maximisation of (1.8) over X7 > 0 is very easy; we obtain

A(Y) = sup E[U(YT)+X0K)

X>0,0
T
+ / Y{rs Xs 4 05(bs — 751) + s X + 050,85 }ds |,
0
where U(y) = sup,[U(z) — zy| is the convex dual of U. The maximisation
over X, > 0 results in a finite value if and only if the complementary slackness

condition
rs+oas <0 (1.9)
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holds, and maximisation over §; results in a finite value if and only if the com-
plementary slackness condition

os8s +bs —1r;1 =0 (1.10)
holds. The maximised value is then
A(Y)=E [0(YT) + XOYO] . (1.11)
The dual problem therefore ought to be
inf A(Y) = inf B [U(YT) + XOYO} , (1.12)

where Y is a positive process given by (1.3), where o and § are understood to
satisfy the complementary slackness conditions (1.9) and (1.10). In fact, since
the dual function U(-) is decreasing, a little thought shows that we want Y to
be big, so that the ‘discount rate’ « will be as large as it can be, that is, the
inequality (1.9) will actually hold with equality.

We can interpret the multiplier process Y, now written as
t
Y, =Y, exp{—/ rsds}.Zy,
0

as the product of the initial value Y}, the riskless discounting term exp(— f(f rsds),
and a (change-of-measure) martingale Z, whose effect is to convert the rates of
return of all of the stocks into the riskless rate. In the case where n = d and o
has bounded inverse, we find the familiar result of Karatzas, Lehoczky & Shreve
(1987), for example, that the marginal utility of optimal wealth is the pricing
kernel, or state-price density.

The informal argument just given leads quickly to a candidate for the dual prob-
lem; to summarise, the key elements of the approach are:

(a) write down the dynamics;

(b) introduce a Lagrangian semimartingale Y, often in exponential form;
(c) transform the dynamics using integration-by-parts;

(d) assemble the Lagrangian, and by inspection find the mazimum, along
with any dual feasibility and complementary slackness conditions.

We shall see this approach used repeatedly through these lectures; it is a mech-
anistic way of discovering the dual problem of any given primal problem.
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How close to a proof is the argument just given? At first sight, there seem to
be big gaps, particularly in the assumption that means of stochastic integrals
with respect to local martingales should be zero. But on the other hand, we
are looking at a Lagrangian problem, and provided we can guess the optimal
solution, we we should be able then to wverify it using little more than the fact
that a concave function is bounded above by any supporting hyperplane. So the
argument would go that if we have optimal X*, we would define the dual variable
Y} = U'(X}), and simply confirm that the Lagrangian with this choice of Y is
maximised at X*. However, there are problems with this; firstly, we do not know
that the supremum is a maximum, and we may have to build X* as a limit (in
what topology?) of approximating X™; secondly, as we shall soon see in a more
general example, the marginal utility of optimal wealth is not necessarily a state-
price density. The simple heuristic given above comes tantalisingly close to being
a proof of what we want; we can see it, but we are in fact still separated from it
by a deep chasm. Getting across this still requires significant effort, though later
in Section 3 we shall build a bridge to allow us to cross the chasm - though even
this may not be easy to cross.

2 Dual problems made concrete.

Here are some further examples to get practice on.

Example 1. The investor of Example 0 now consumes from his wealth at rate
¢; at time ¢, so that the dynamics of his wealth process becomes

dXt = T'tXtdt + Ht(atth + (bt — T'tl)dt) — Ctdt, X() =T, (21)
His objective now is to find

supE[ /OT U(s,cs)ds + U(T, X7) |, (2.2)

where T' > 0 is a fixed time-horizon, and for each 0 < s < T the function U(s, -)
is strictly increasing, strictly concave, and satisfies the Inada conditions.

EXERCISE 1. Apply the general approach given above to show that the dual
problem is to find

T
ing(Y)zing[/ Ul(s,Y:)ds + U (T, Y7) + XoYo/, (2.3)
0

where Y is a positive process satisfying

in = Y;(ﬁtth + thdt), (24)
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with
o= -1, 0B +by—r;1=0 (2.5)

Example 2. (El Karoui & Quenez (1995)). In this problem, the agent’s wealth
once again obeys the dynamics (2.1), but now the objective is to find the super-
replication price, that is, the smallest value of x such that by judicious choice of

f and c he can ensure that
Xr>B as.,

where B is some given Fr-measurable random variable.
EXERCISE 2. Replacing the objective (1.2) from Example 0 by

sup Efug(Xy — B)],

where ug(z) = —o0 if x < 0, ug(x) = 0 if > 0, show that the super-replication
price is
sup E[BY7(S)], (2.6)
BEBo

where Y;(8) is the solution to
dY; = Yy(—ridt + B dWy), Yy =1,
and By = {adapted S such that o83 + bs — 5 = 0}.

REMARKS. This example shows that we need in general to allow the utility to
depend on w. The super-replication price (2.6) can equally be expressed as

T
sup EQ[exp(—/ rsds)B],
QeM 0

where M denotes the set of equivalent martingale measures.

Example 3. (Kramkov & Schachermayer (1999)). This example is the general
form of Example 0. In this situation, the asset price processes S are general
non-negative semimartingales, and the attainable wealths are random variables
X which can be expressed in the form

T
0

for some previsible H such that the process X; = = + fot H,dS, remains non-
negative.



EXERCISE 3A. If X(z) denotes the set of such random variables X, and if
denotes the set of all positive processes Y such that Y;X; is a supermartingale
for all X € X(z), show that the dual form of the problem is

sup  B[U(Xy)] = inf B[U(Yr) + 2Y;]. (2.7)

XTEX(I)

EXERCISE 3B. (based on Example 5.1 bis of Kramkov & Schachermayer (1999)).
Consider a two-period model where the price process is (Sy, S1), with Sy = 1, and
S1 taking one of a sequence (x,),>o of values decreasing to zero, with probabilities
(Pn)n>0- Suppose that zo = 2, z; = 1, and suppose that

Po pn(l - xn)
Noke ; BV (2.8)

The agent has utility U(z) = \/z, initial wealth 1, and his portfolio choice consists
simply of choosing the number A € [—1, 1] of shares to be held. If he holds A, his

expected utility is
EU(X1) =) paV/1— A+ Az, (2.9)

n>0

Prove that his optimal choice is A = 1, but that U’(X]) is not in general a
(multiple of an) equivalent martingale measure:

E[U'(X7)(S1 — So)] # 0. (2.10)

Example 4. (Cuoco & Liu (2000)). This is an important example, generalising
a number of other papers in the subject: Cvitani¢ & Karatzas (1992, 1993), El
Karoui, Peng & Quenez (1997), Cuoco & Cvitanié¢ (1998), for example. The
wealth process X of the agent satisfies

dXt = Xt rtdt-l-m-{otth—i-(bt—rtl)dt}—i-g(t, Wt)dt —Ctdt, X() =, (211)

where W is an n-dimensional Brownian motion, b, 7, V = oo?, V! are all

bounded processes, and there is a uniform Lipschitz bound on g: for some v < oo,

\g(t,x,w) - g(t,y,w)| S ’)/‘.T - y|
for all z, y, t and w.

The only unconventional term in the dynamics (2.11) is the term involving g,
about which we assume:

(i) for each z € R*, (t,w) +— ¢g(t,x,w) is an optional process;
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(ii) for each t € [0,7] and w € Q, x — ¢(t,z,w) is concave and upper semi-
continuous.

(iii) g(¢,0,w) =0 for all t € [0,T] and w € €.

The agent has the objective of maximising
T
_4/nwaQ@+U@Jﬂ, (2.12)
0

where we assume that for every ¢ € [0,7] the map ¢ — U(t, ¢) is strictly increas-
ing, strictly concave, and satisfies the Inada conditions.

EXERCISE 4. Show that the dual problem is to find
T
%ﬁE[/‘Uﬁﬂﬁdﬁ+U0ﬁno+x% (2.13)
0

where the process Y solves
}/t_ld}/;f = ‘/;_1(7}1 — bt — Vt) . Utth — (Tt + g(t, Vt))dt (214)
for some adapted process v bounded by ~, and where g is the convex dual of g.

Example 5. (Cvitanic & Karatzas (1996)). This is a simple example incorpo-
rating transaction costs, where the holdings X; of cash and the holdings Y; of the
sole share at time ¢ obey

dXt = T'tXtdt + (1 — €)th — (1 + 5)st — Ctdt, (215)
dY; = }/;(O'tth + ptdt) — th + st, (216)

where M and L are increasing processes, with the usual uniform boundedness as-
sumptions on o, p, 0~! and r. The investor starts with initial holdings (X, Yy) =
(z,y), and chooses the pair (L, M) and the consumption rate ¢ so as to achieve
his objective. Suppose that this is to

T
supE[/ Ules)ds + u(Xp, Yr)|,
0

where we restrict to strategies lying always in the solvency region:

Xi+(1-e)Y; >0, X;+(1-0)Y;>0 Wt

EXERCISE 5. By introducing Lagrangian semimartingales

d& = &(audW, + Bidt),
d?]t = nt(atth-i-btdt),
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show that the dual form of the problem is

T ~
inf B [/ U(t,&)dt + a(&r,nr) + €& + ymo |,
0

where the dual feasibility conditions to be satisfied are

By = -y
by = —pr— oy
l—e< & <144,

and U, @ are the convex dual functions of U, u respectively.

REMARKS. The Lagrangian semimartingales of this example are related to the
dual processes (Z°, Z') of Cvitanic & Karatzas by

Zf = Bi&, Ztl = S,
where B is the bond price process, and S is the stock price process solving

dBt = Btdt, dSt = St(O'tth + ptdt)

Example 6. (Broadie, Cvitanic & Soner (1998)). This interesting example
finds the minimum super-replicating price of a European-style contingent claim
with a constraint on the portfolio process. Thus we are looking at the problem
of Example 2, with the dynamics (2.11) of Example 4, specialized by assuming
that o, b and r are positive constants, and that g takes the form

g(t,z) =0 ifzeC; =-c0 ifzgC,

where C' is some closed convex set. We suppose that the contingent claim to
be super-replicated, B, takes the form B = ¢(S) for some non-negative lower
semi-continuous function ¢, where S is the vector of share prices, solving

dSi = S [Z o1 AW} + pidt].
J
The interest rate r, volatility matrix ¢ and drift p are all assumed constant, and
o is square and invertible.

EXERCISE 6.  (Cvitanic & Karatzas (1993).) Show that the super-replication
price for B is given by

sup E[Yr(v)B],
where Y (v) solves (2.14) with initial condition Yy = 1.
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3 Dual problems made difficult.

Example 5 shows us that a formulation broad enough to embrace problems with
transaction costs has to consider vector-valued asset processes; it is not sufficient
to consider the aggregate wealth of the investor. This can be done, and s done
in Klein & Rogers (2001), but in the present context we shall restrict ourselves
to a univariate formulation of the problem. This saves us from a certain amount
of careful convex analysis, which is not particularly difficult, and gives a result
which will cover all the earlier examples apart from Example 5.

The main result below, Theorem 1, proves that under certain conditions, the
value of the primal problem, expressed as a supremum over some set, is equal
to the value of the dual problem, expressed as an infimum over some other set.
It is important to emphasise that the Theorem does not say that the supremum
in the primal problem is attained in the set, because such a result is not true in
general without further conditions, and is typically very deep: see the paper of
Kramkov & Schachermayer (1999), which proves that in the situation of Example
3 a further condition on the utility is needed in general to deduce that the value
of the primal problem is attained. The result presented here is at its heart
an application of the Minimax Theorem, and the argument is modelled on the
argument of Kramkov & Schachermayer (1999).

To state the result, we set up some notation and introduce various conditions,
a few of which (labelled in bold face) are typically the most difficult to check.
Let (S,S, 1) be some finite measure space, and let L% (S, S, i) denote the cone
of non-negative functions in L°(S, S, 1), a closed convex set usually abbreviated
to LS. We shall suppose that for each z > 0 we have a subset X (z) of L% with
the properties

(X1) X (x) is conve;

(X2) X (Azx) = AX(x) for all A > 0;

(X3) if g€ LY and g < f for some f € X(z), then g € X(x) also;
(X4) the constant function 1:s+— 1 isin X,

where we have used the notation

X=Jx@=J=x() (3.1)

>0 >0

in stating (X4).
For the dual part of the story, we need for each y > 0 a subset Y(y) C Li with
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the property
(Y1) Y(y) is convex;

(Y2) for each y > 0, the set Y(y) is closed under convergence in p-measure.

We introduce the notation

y={Jyw (3.2)

y>0

for future use.

The primal and dual quantities are related by the key polarity property

(XY) forallfeX andy>0

sup /fgd,u— inf zy

g€V (y ze¥(f)

where we have used the notation

B(f) ={z>0: f € X(x)}.

Properties (X2) and (X3) give us immediately that for any f € X there is some
&(f) > 0 such that

U(f) = (&(f), 00) or [£(f),00);

as yet, we do not know whether the lower bound is in ¥(f) or not, but we can
say for f € X(x) we must have £(f) < x. It also follows from (XY) that

/fg du<zy  f€X(r),g9€ V(). (3-3)

Using (X4), we see from (3.3) that in fact ) C L.

IMPORTANT REMARK. We shall see in examples that often we take in (Y1)
some convex set )o(y) of exponential semimartingales started from y, and it
is in general not at all clear that the condition (Y2) will be satisfied for these.
However, if we let Y (y) denote the closure in L°(u) of Yy (y), this remains convex,
now satisfies (Y2) by definition, and by Fatou’s lemma

sup / fgdp = sup / fgdp,

9€V(y 9€Vo(y

so all we need to confirm (XY) is to check the statements for g € Vy(y). There
is of course a price to pay, and that is that the statement of the main result is
somewhat weaker.
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Finally, we shall need a utility function U : S x R" — R U {—oc} with the basic
properties

(Ul) s+ U(s,x) is S-measurable for all z > 0;

(U2) =z +— U(s,z) is concave, differentiable, strictly increasing, and finite-
valued on (0,00) for every s € S.

We shall without comment assume that the definition of U has been extended to
the whole of S x R by setting U(s,z) = —oco if x < 0. Differentiability is not
essential, but makes some subsequent statements easier.

We also impose the Inada-type conditions:

(U3) if
en(s) = U'(s,n), (3.4)

we suppose that
en(s) =0 p—ae. (3.5)

as n — 0o, and that there erists some ng such that

[ lena(o)] ntds) < <. (36)
One consequence of this is that
U(s,z)/r =0 (x — 00), (3.7)

and another is that for any z > 0, the supremum defining the convex dual function
U is attained:

U(s,z) = sup{U(s,z) —zz}

>0

= m>ag({U(s,x) —zz}. (3.8)
(U4) the concave function
u(A) = iggU(s, A)

is finite-valued on (0,00) and satisfies the Inada condition

Important remark® . We can in fact relax the condition (U4) to the simpler

6Thanks to Nizar Touzi for noticing that the Inada condition at zero is unnecessary.
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(U4’) the concave function
u(A) = irelgU(s, A)

is finite-valued on (0, 00).

The reason, explained in more detail in Section 6, is that we can always approx-
imate a given utility uniformly to within any given ¢ > 0 by one satisfying the
Inada condition at 0.

We impose one last (very slight) condition of a technical nature:
(Ub) there exists 1 € X, strictly positive, such that for all ¢ € (0,1)

U'(s,e(s)) € L'(S, S, p);

Next we define the functions u : Rt — [—o00,00) and @ : Rt — (—o00, o0] by

sup / U(s, £(s))u(ds) (3.9)

fex(z)

and

i) = inf / 0 (s, g(s))u(ds). (3.10)

g€V (y
To avoid vacuous statements, we make the following finiteness assumption:

(F) for some fy; € X and go € Y we have

UG falputds) > o,
[0 mutds) < oo
Notice immediately one simple consequence of (F) and (3.3): if f € X(z) and
g€ Y(y),
[ Ut se) uas) < [[Us 1) = £5)9() | ntds) + 2
< [ 095 nds) + . (3.11)

Taking g = g in this inequality tells us that u is finite-valued, and taking f = f
tells us that @ is finite-valued.
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Theorem 1 Under the conditions stated above, the functions u and 4

are dual:
u(y) = iglg[ﬂ(x)—my], (3.12)
u(z) = infla(y) + 2y, (3.13)

ProOOF. Firstly, notice that part of what we have to prove is very easy: indeed,
using the inequality (3.11), by taking the supremum over f € X(z) and the
infimum over g € J(y) we have that

i(y) > u(z) — vy (3.14)

for any non-negative z and y. The other inequality is considerably more difficult,
and is an application of the Minimax Theorem.

Define the function & : X x Y — [—00,00) by

2(1,9)= [V 7) = F(3)g()] ulds), (3.15)
and introduce the sets
B,={fe LS8 un):0< f(s) <nVs} (3.16)

Then B, is convex, and compact in the topology o(L*, L'). We need the following
result.

Lemma 1 For each y > 0, for each g € Y(y), the map f — ®(f,g) is upper
semicontinuous on B, and is sup-compact: for all a

{f€B,:®(f,g) >a} iso(L>® L)-compact.

PROOF. The map f — [ fgdu is plainly continuous in (L, L') on B,, so it is
sufficient to prove the upper semicontinuity assertion in the case g = 0,

fH/U@ﬂmum»
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Once we have upper semicontinuity, the compactness statement is obvious. So
the task is to prove that for any a € R, the set

(e [UG ) nids) > a)
—{f € Bu: [Uls.£(5)+ 20(s) n(ds) > )

e>0

is o(L*®, L')-closed. The equality of these two sets is immediate from the Mono-
tone Convergence Theorem and the fact that ¢ € X, and the fact that U(s, -) is
increasing for all s. We shall prove that for each ¢ > 0 the set

N.={f€B,: / U(s, £(s) +(s)) u(ds) < a}

is open in o(L*®, L'). Indeed, if h € B, is such that

/ U(s, h(s) + ew(s)) plds) = a— b < a,

we have by (U2) that for any f € B,

/ U(s, £(5) + e(s)) ul(ds)
< / [U(s.h(s) + () + (£(s) — AU (5, h(s) + £0(s))] n(ds)
Ca—i+ / (f(5) = h(s))U" (s, h(s) + e0b(s)) p(ds)

Since U’ (s, h(s) + e(s)) € L'(S,S, ) by (U5), this exhibits a o(L>, L')-open
neighbourhood of h which is contained in N, as required. O

We now need the Minimax Theorem, Theorem 7 on p 319 of Aubin & Ekeland
(1984), which we state here for completeness, expressed in notation adapted to
the current context.

Minimax Theorem. Let B andY be convex subsets of vector spaces, B being
equipped with a topology. If

(MM1) for allg €Y, f— ®(f,g) is concave and upper semicontinuous;
(MM2) for some gy €Y, f— ®(f, go) is sup-compact;

(MM3) for all f € B, g— ®(f,g) is conver,
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then

sup inf ®(f, g) = inf sup ®(f, g),
feB9eY 9€Y feB

and the supremum on the left-hand side is attained at some f € B.

We therefore have

sup inf ®(f,g) = inf sup ®(f,9). (3.17)
feB, 9€Y(y) 9€Y(Y) feB,
From this,
sup inf ®(f,g)= inf /ﬁn(s,g(s)) w(ds) = i, (y), (3.18)
feB, 9€Y(y) g€V (Y)
say, where
Uy(s,2) = sup{U(s,z) — zz: 0 <z < n} 1 U(s, 2). (3.19)

Consequently, i, (y) < a(y)-

Using the property (XY) going from the second to the third line, we estimate

W)= sup int ©(f9) = sup inf [{U(s,£(5)) = Fls)gs)lds)
feBy, 9€Y(Y) feBn 9€V(y

= sup[/U(s,fU (@)~ sup [ f.du]
f€Bn 9€Y(y)

= U d f
sup [ V. f(s)m(as) - wég(f)xy]

= sup sup [/U )—xy]
fEBn zeX(f)

< sup sup /U ds)—:vy]
fEX zeU(f

— sup sup [ / U(s,f(s»u(ds)—xy]

z€C feXx(z)

= sup [u(x) - xy]

zeC

The uy,(y) clearly increase with n, so the proof will be complete provided we can
prove that

lim iy (y) = a(y), (3.20)

Suppose that g, € Y(y) are such that

inly) < / U (5, 9n(5))1(ds) < iin(y) + 1" (3.21)



Using Lemma A1.1 of Delbaen & Schachermayer (1994), we can find a sequence
hn € conv(gy, gni1, - - -) in Y(y) which converge p-almost everywhere to a function
h taking values in [0, oo]; because of (Y2), h € Y(y). Moreover, because of (X4)
and (3.3), the limit must be almost everywhere finite, and hence

lim / (s, h(s)) u(ds) = lim ().

From the definition (3.4) of &,(s), it is immediate that

Un(s,z) =Ul(s,z) ify>en(s).

One last fact is needed, which we prove later.

Proposition 1 The family {U(s,e,(s)+g(s))” : g € Y(y),n > no} is uniformly
integrable.

Using these facts, we have the inequalities
i) < [ UGs,hls) ulds

lim in / U (s,n(s) + h(s)) u(ds)

n

IA

IN

liminf Tim inf / 0 (s,en(s) + hn(s)) p(ds)

n m>n

IN

lim inf lim inf/f]m(s,en(s) + h()) p(ds)

n m>n

IN

liminf Tim inf / T (5, hon(s)) 1(ds)

n m>n

IN

u(y),

as required. O

PROOF OF PROPOSITION 1. The argument here is a slight modification of that
of Kramkov & Schachermayer (1999); we include it for completeness. Firstly, we
note that

—U(s,z) = inf{zz—U(s,z)}

x>0

nf{zz - u(z) }
¥(2),

say. We suppose that sup, ¥ (a) = oo, otherwise there is nothing to prove, and
let ¢ : (¥(0),00) — (0, 00) denote its convex increasing inverse. We have

ftl g"(ds)

=lim F— = o0,

oo @y Py) w0 () —u(t)  Ho [Tew(ds)

IN



using the property (U4). Now we estimate

/ (T (5,n(s) + 9(s)) Iu(ds) < / o(max{0, p(en(s) + 9(s))}u(ds)
< w(0)u(S) + / o(W(enls) + 9(s)))u(ds)
= w(O)u(S) + / {en(s) + 9(3) }u(ds).

This is bounded uniformly in g € Y(y), by (X4), (3.3) and (U3). O

There is a useful little corollary of this proposition.

Corollary 1 For each y > 0, there is some g € Y(y) for which the infimum
defining u(y) in (3.10) is attained.

Differentiability of U implies strict convezity of U, which in turn implies unique-
ness of the minimising g.

PRrROOF. Take g, € Y(y) such that

ily) < / 0 (s, ga(s))a(ds) < ii(y) +n~". (3.22)

By again using Lemma A1.1 of Delbaen & Schachermayer (1994) we may suppose
that the g, are p-almost everywhere convergent to limit g, still satisfying the
inequalities (3.22). Now by Proposition 1 and Fatou’s lemma,

iy) < [ O(s.g())ulds) < limint [ (s, gu(s)lds) < o).

as required. The uniqueness assertion is immediate. 0

4 Dual problems made honest

So far, I have made a number of soft comments about how to identify the dual
problem in a typical situation, and have stated and proved a general abstract
result which I claim turns the heuristic recipe into a proved result. All we have
to do in any given example is simply to verify the conditions of the previous
Section, under which Theorem 1 was proved; in this Section, we will see this
verification done in full for the Cuoco-Liu example, and you will be able to judge
for yourself just how ‘simply’ this verification can be done in practice!
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To recall the setting, the dynamics of the agent’s wealth is given by (2.11):

dXt = Xt [ Ttdt+7Tt'{O’tth+(bt—T't1)dt}+g(t, Wt)dt ] —Ctdt, XO =2, (41)

where the processes b, 7, V = ool, V! are all bounded processes, and there is

a uniform Lipschitz bound on g: for some v < oo,

|g(t,$,&)) _g(t7y7w)| < ’Y|$—y|

for all z, y, t and w. The function ¢ is assumed to be concave and vanishing at
zero in its second argument, and the agent aims to maximise his objective (2.12):

T
E[ / U(s,c,)ds + U(T, Xr) |, (4.2)
0
where for every ¢ € [0,7] the map ¢ — U(t, ¢) is strictly increasing, strictly
concave, and satisfies the Inada conditions.
We believe that the dual form of the problem is given by the solution to Exercise
4, namely, to find

T
ir;fE[ / U(t,Y;)dt + U(T, Yr) + Yy (4.3)
0

where the process Y solves
Y;ildY; = ‘/;71(7}1 - bt — I/t) . O'tth - (T’t + g(t, I/t))dt (44)
for some adapted process v bounded by ~, and where g is the convex dual of g.

Now we have to cast the problem into the form of Section 3 so that we may apply
the main result, Theorem 1. For the finite measure space (S, S, 1) we take

S=100,T]xQ S=0[0,T], p=Leb[0,T]+6r)x P,

where O[0,T] is the optional” o-field restricted to [0,7]. The set X(x) is the
collection of all bounded optional f : S — R* such that for some non-negative
(X, ¢) satisfying (4.1), for all w,

ft,w) < c(t,w), (0<t<T), f(T,w) < X(T,w). (4.5)

REMARK. The assumption that f is bounded is a technical detail without which it
appears very hard to prove anything. The conclusion is not in any way weakened
by this assumption, though, as we shall discuss at the end.

"That is, the o-field generated by the stochastic intervals [r, c0) for all stopping times 7 of
the Brownian motion. See, for example, Section V1.4 of Rogers & Williams (2000).
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Next we define Y;(y) to be the set of all solutions to (2.14) with initial condition
Yy = y. From this we define the set Vy(y) to be the collection of all non-negative
adapted processes h such that for some Y € Y;(y)

h(t,w) < Y(t,w) p-almost everywhere.

Finally, we define a utility function ¢ : S x R — RU{—o0} in the obvious way:
o((t,w),z) =U(t, z),
and we shall slightly abuse notation and write U in place of ¢ henceforth.

We have now defined the objects in terms of which Theorem 1 is stated, and we
have to prove that they have the required properties.

(X1) If (X1, ¢') and (X2, ¢?) solve (4.1) with portfolio processes ! and 72, say,
taking any #; =1 — 6, € [0, 1] and defining

X = 0'X'+6°X?

c flct + 6%c?,
B Ol X! + 6272 X?
T = =

X

we find immediately that
dXt = Xt ’I"tdt + 7_Tt . {thWt + (bt — Ttl)dt} + g(t, ’7_Tt)dt — \Ijtdt :| — Etdt,

where _
W, = gt m) — |0 X} g(t,m}) + 02XFg(t, 7) | /X > 0,

using the concavity of g. It easy to deduce from this that
X=X, >0, 0<t<T,
where X* is the solution to
dX; = X7 | rdt + 7 - {oedWy + (b — e 1)dt} + g(t, 7)dt | — ¢,dt,

starting at z. Hence (X*, ¢) solves (4.1) with portfolio 7, and the convex combi-
nation (X, ¢) is in X'(z). Hence X (x) is convex.

(X2) and (X3) are trivial.

(X4) By taking 7 = 0, and using the fact that r is bounded, we see from the
dynamics (2.11) that for some small enough ¢ > 0 we can achieve a constant
consumption stream ¢; = € with terminal wealth X7 > e. This establishes (X4).
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(Y1) The proof of convexity of Y (y) is analogous to the proof of property (X1).

(Y2) Because of the global Lipschitz assumption on g, it can be shown that in
fact YVo(y) is closed in L°(u) for all y > 0; see Klein & Rogers (2001) for details.
Hereafter, )(y) will be defined to be the closure in L°(u1) of Yy(y); they are equal,
but no use will be made of this fact.

The properties of the utility, and the finiteness assumption are as quickly dealt
with: properties (Ul) and (U2) are evident, while the remaining properties must
be checked on each particular case. For example, if the utility has separable form

U(s, c) = h(s)f(c)

then provided A is bounded, and f is strictly increasing, concave and satisfies
the Inada conditions, the conditions (U3)—(U5) are satisfied. For the finiteness
condition (F), we must once again check this for each particular case.

(XY) So far so good; now the work begins. The heart of the proof lies in
establishing the duality relation (XY) but in reality only one half of (XY) presents
any challenges.

If (¢, X) solves (4.1) and if Y solves (4.3), then using Itd’s formula gives us

d(XtY;) = XtY;{Tft . O'tth —+ (T't]. — bt — l/t) . U;lth
+(—7Tt U+ g(t, ’ﬂ't) - g(t, Vt))dt} - Cthtdt
= Xt}/;[(g(t, 7Tt) — T - Vg — g(t, l/t)]dt — Ctndt, (46)

where the symbol = signifies that the two sides differ by a local martingale. From
this, using the definition of g, we conclude that

t

XY, + / Ysc; ds is a non-negative supermartingale,

0
which leads immediately to the inequality
T
X()YE) Z E[/ Y;-Cs ds + XTYT]-
0

Thus we have half of (XY); if f € X(x), then

sup /fh dp < xy,
hed(y)

and so

sup /fhd,ug inf xy.
heY(y) ze¥(f)
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REMARK. If we took any f dominated as at (4.5), but not necessarily bounded,
the above analysis still holds good, and [ fh du < zy for all h € Y(y).

What remains now is to prove that if f € X and

sup)/fh du=¢<z (4.7)

hey(1

then f € X(z), for which it is evidently equivalent to prove that f € X'(£) in view
of (X2). Notice the interpretation of what we are required to do here. It could
be that the given f € X were dominated as at (4.5) by some (¢, X)) which came
from a very large initial wealth xy, but that the value £ were much smaller than
9. What we now have to do is to show that the consumption plan and terminal
wealth defined by f can actually be financed by the smaller initial wealth &.

The argument requires three steps:

Step 1: Show that the supremum in (4.7) is attained at some Y* € Y;(1):

e=n[[ vis s vin) (4.5

Step 2: Use the Y* from Step 1 to construct a (conventional) market in which the
desired consumption stream and terminal wealth f can be achieved by replication,
using investment process 7* with initial wealth &;

Step 3: By considering the process v related to 7* by duality, show that in fact
the investment process 7* replicates f in the original market.

Here is how the three steps of the argument are carried out.

Step 1. We prove the following.

Proposition 2 There exists Y* € Y(1), with corresponding process v* in (4.4),
such that

T
€= B[ Vihds+ vy (4.9)

PROOF. There exist processes v bounded by the constant v such that if Y
is the solution to (4.4) using v = v(™ with initial value 1, then

T
E[/ YW f, ds+ fryiU] > € — 27" (4.10)
0
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We need to deduce convergence of the v and the Y. Using once again
Lemma Al.1 of Delbaen & Schachermayer (1994), we have a sequence 7™ €
conv(v™ ("1 ) which converges p-a.e. to a limit v*, since all the v(™ are
bounded. Now because of the boundedness assumptions, and because g > 0, it
is obvious from (4.4) that the sequence Y™ is bounded in L?, and so is uni-
formly integrable. Using the fact that f was assumed bounded, we deduce the
convergence in (4.10). O

Step 2. Write the dual process Y* in product form as

t 1 t t
ve=zigi = el [ voedWo— [ uf ds).enl= [ s
0 0 0
where

Y = oy (rd — b —v}),
ry = e+ gt y)).

By the Cameron-Martin-Girsanov theorem (see, for example, Rogers & Williams
(2000), IV.38), the martingale Z* defines a new measure P* via the recipe dP* =
Z75dP, and in terms of this

AW, = dW; + ydt

where W* is a P*-Brownian motion. The term 3* is interpreted as a stochastic
discount factor, and the equality (4.9) can be equivalently expressed as

T
e= 51| Bifds+Bipil
The bounded P*-martingale
T
M, = E* [/0 B 1 ds+ By fr| 7|
t T
= [siras+ e[ [ gisds+ g7

has an integral representation
t
Mtzg‘i‘/ as‘dW:
0

for some previsible square-integrable integrand 6 (see, for example, Rogers &
Williams (2000), IV.36). Routine calculations establish that the process

t
X; = (M, - / B:f, ds)/B:
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satisfies

dX; = X{[rjdt+ 7} -0, dW]] — fedt

= X/[rjdt+n} - o, dW, + 7} - (by — 11 + v))dt] — fidt
X[ [rdt + 7} - {oy dWy + (by — r1)dt} + g(t, ;) dt + &,dt] — fidt
X;dZ) Zy + e,dt] — fidt, (4.11)

where we have used the notations

o= (o7 )" - 0,/(B; X7),
e = g(t,v;) —g(t,mf) +m;-vf >0,
dZy = Zyrdt + ;- {or dWy + (by — r1)dt} + g(t, 77)dt].

We have moreover that X = £ and X3} = fr, so provided we could show that ¢
were zero, we have constructed a solution pair (¢, X) to (4.1) for which ¢; = f;
for 0 < s < T, and Xy = fr; we therefore have the required conclusion f € X (&)
provided € = 0.

Step 3. The goal is now clear, and the proof is quite straightforward. If we
construct the process X as solution to

dXt = Xt(dZt/Zt) _ ftdt, X() = 5,
then we have from (4.11) that

and hence .
X - X, =2, / (e,X?/Z,) ds > 0. (4.12)
0

In particular, since X* is a bounded process, —X is bounded below by some
constant. Now take® a process v such that for all ¢

g(t: Vt) = Q(taﬁf) - ﬂ—: Vg,

and form the process Y € Y(1) from v according to (4.4); because of the bound-
edness of r, b, and v, Y is dominated by an integrable random variable. Repeating
the calculation of (4.6) gives us

d(X:Y;) = =Y, fidt;

81f g is strictly convex, there is no problem, as the value of ¥ is unique. More generally
we need a measurable selection, but we omit further discussion of this point. In any case, the
function g can be uniformly approximated above and below by smooth concave functions, and
the result will hold for these; see Section 6 for further discussion.
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thus — X,Y; — fot Y fs ds is a local martingale bounded below by an integrable
random variable, therefore a supermartingale. Hence

- T
5 < FE / }/;fs d$+YTXTi|
-J0

_ T
< E / stsds—i-YTX;} (4.13)
-J0

- T
= F Y,
R
< ¢ (4.14)

where inequality (4.13) will be strict unless fOT gs ds = 0 almost surely, from
(4.12), and (4.14) is just the definition of £&. The conclusion that

g(t,V:) = g(t,’ﬂ':) - ﬂ—: ) V:
p-a.e. now follows, and so f € X (&), as required. O

REMARKS. We have assumed that X (x) consists of bounded processes, and have
used this boundedness hypothesis in several places. Some such boundedness
restriction does appear to be needed in general; however, we expect to argue at
the end that no real loss of generality has occurred. For example, in this situation
if we were to have taken the larger feasible set X(x) to be the set of all optional
processes f dominated by some (¢, X) solving (4.1), not just the bounded ones,
then the new value
ule) = sup [ UGs, F()ulds)
feX(x)

certainly is no smaller than the value u(z) we have been working with. But as
we remarked earlier, for any f € X(z) and h € Y(y),

/ fhdp < zy,
and the inequality analogous to (3.14) holds:

u(y) > u(x) — zy,

since the argument leading to (3.11) works just as well for f € X'(x). We therefore
have
u(y) > u(x) — zy > u(x) — zy;

taking the supremum over z, the two ends of these inequalities have been proved
to give the same value, so the result holds good for @ as well.
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5 Dual problems made useful

If duality can only turn one impossible problem into another, then it is of no
practical value. However, as I shall show in this Section by presenting in full
the analysis of the problem of Broadie, Cvitanic & Soner (1998), there really are
situations where duality can do more than ‘reveal the structure’ of the original
problem, and can in fact lead to a complete solution.

For this problem, introduced in Section 2, it turns out to be more convenient to
work with log prices. Since the original share prices satisfy

dSi = S [Z o, AW} + pydt|,
J

the log prices X! = log S! satisfy
dX! = oi;dW} + bydt, (5.1)

T

where b; = p; — a;;/2, a = oo’ , and we use the summation convention in (5.1).

We further define

Y(X) =logp(e™),
so that the aim is to super-replicate the random variable B = exp(¢(Xr)). Ac-
cording to the result of Exercise 6, we must compute

sup E[Yr(v)B], (5.2)

where Y (v) solves
YV, 'dY, =07 (r1 — p—vy) - dW; — (r + §(vy))dt

with initial condition Y5 = 1. But the dual form (5.2) of the problem can be
tackled by conventional HJB techniques. Indeed, if we define

}Z((:))B‘thx],

ft,X) = supE[
then for any process v we shall have
2z =Y, (v)f(t,X;) is asupermartingale, and a martingale for optimal v. (5.3)
Abbreviating Y (v) to Y, the It6 expansion of z gives us
dz = Y[ Lf(t, Xy) — (r+ g(w)) f(t, X)) + Vf(t, Xy) - (11 — p— vy) ]dt,

where L is the generator of X,

L= a,

N | =
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and D; = 0/0x;. The drift term in z must be non-positive in view of the opti-
mality principle (5.3), so we conclude that

0 = sup[ Lf(t, Xy) = (r+gW)f(t,Xe) + VI(t,X0) - (rL = p =) ]

= Lf(t, Xe)+ V[, Xy) - (rl—p)—rf(t, Xy)

—f(t, Xy) nf{g(v) + V(log f) (¢, Xi) - v}

= Lf(t,X:) + Vf(t, Xy) - (r1 = p) = rf(t, X3) — f(t, X4)g(V(log f) (¢, X3)).

For this to be possible, it has to be that
V(log f)(t,z) € C for all (t,z), (5.4)
and the equation satisfied by f will be
0=Lof(t,X)—rf(t,X),

where Ly = L+ (r —a;;/2) D; is the generator of X in the risk-neutral probability.
Thus f satisfies the pricing equation, so we have®

ft,z) = E*[exp(4(X7)) | X; = z] (5-5)

for some function 127 such that

~

f(T, ) = exp(¥(x)).

In order that we have super-replicated, we need to have 1& > 1, and in order that
the gradient condition (5.4) holds we must also have

Vi(z) € C V. (5.6)

What is the smallest function 1& which satisfies these two conditions? If a function
1o satifies the gradient condition (5.6) and is at least as big as ¥ everywhere, then
for any z and 2’ the Mean Value Theorem implies that there is some 2" € (z, ')
such that

tho(x) = tho(a) = (z — 2') - Viho(a")

SO

Po(z) > Y(a)) +inf(z—2')-v

veC

= () —o(z —2f),

where §(v) = sup{—=z - v : © € C} is the support function of C. Taking the
supremum over z’, we learn that

%@)zwuﬁz%mwu—yy—aw}

9... using P* to denote the risk-neutral pricing measure ...
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Now clearly ¥ > 4 (think what happens when y = 0), but we have further that
U satisfies the gradient condition (5.6). Indeed, if not, there would be x and '
such that

V(') > ¥(z)+ sug(x' —z)-v
= U(z)+ g?x —1').
However, using the convexity and positive homogeneity of §, we have
(') = szp{w(rr' —y)—d(y)}
= sup{v(z—2)—0(z' —x+2)}
= sSp{dJ(x —2)=0(2)+6(2) —0(z' —z+2)}
\Ilz(a:) +60(z —2'),

IN

a contradiction.

This establishes the gradient condition (5.4) for ¢ = T, but why should it hold for
other ¢ as well? The answer lies in the expression (5.5) for the solution, together
with the fact that X is a drifting Brownian motion, because for any h we have

(f(to+m) - fit,2)
|h|f(t,x)
E*[ A~ (exp( (X7 + & + h)) — exp($(Xr + ) | X, = 0]
E-[exp((Xr + 2))) | X, = 0]
E*[ V(Xr + ) exp(h(Xr + 2))) | X, = 0]

~

E*[exp(¢(Xr +17))) | Xy = 0]

as |h| — 0 under suitable conditions. The final expression is clearly in C, since
it is the expectation of a random vector which always takes values in the convex
set C.

REMARKS. For another example of an explicitly-soluble dual problem, see the
paper of Schmock, Shreve & Wystup (2001).

6 Taking stock.

We have seen how the Lagrangian/Hamiltonian/Pontryagin approach to a range
of constrained optimisation problems can be carried out very simply, and can
be very effective. The recipe in summary is to introduce a Lagrange multiplier
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process, integrate by parts, and look at the resulting Lagrangian; the story of
Section 1 and the examples of Section 2 are so simple that one could present
them to a class of MBA students. However, mathematicians ought to grapple
with the next two Sections as well, to be convinced that the approach can be
turned into proof.

What remains? There are many topics barely touched on in these notes, which
could readily be expanded to twice the length if due account were to be taken of
major contributions so far ignored. Let it suffice to gather here a few remarks
under disparate headings, and then we will be done.

1. Links with the work of Bismut. Bismut’s (1975) paper and its companions
represent a remarkable contribution, whose import seems to have been poorly
digested, even after all these years. The original papers were presented in a style
which was more scholarly than accessible, but what he did in those early papers
amounts to the same as we have done here. To amplify that claim, let me take a
simple case of his analysis as presented in the 1975 paper, using similar notation,
and follow it through according to the recipe of this account. Bismut takes a
controlled diffusion process'’

dx = o(t,z,u)dW + f(t,z,u)dt

with the objective of maximising

T
E/ L(t,z,u) dt.
0

The coeflicients o, f and L may be suitably stochastic, = is n-dimensional, W is
d-dimensional, u is g-dimensional. By the method advanced here, we would now
introduce a n-dimensional Lagrange multiplier process'!

dp = bdt + HdW

and absorb the dynamics into the Lagrangian by integrating-by-parts; we quickly
obtain the Lagrangian'?

A = E[/OTL(t,x,u)dt—[p-x]0T+/OT(x-b+(H,a(t,az,u)})dt
+/0Tp-f(t,x,u)dt]

T
= E[pO'on—pT'xT-i-/ (a:-b—i—%(t,a:,u))dt],
0

10For economy of notation, any superfluous subscript ¢ is omitted from the symbol for a
process.

1 Bismut’s notation. H is n x d.

12For matrices A and B of the same dimension, (4, B) is the L2-inner product tr(ABT).
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where the Hamiltonian A of Bismut’s account is defined by
H(t, z,usp, H) = L(t, z,u) +p- f(t,2,u) + (H,0(t, z,u))).

Various assumptions will be needed for suprema to be finite and uniquely at-
tained, but our next step would be to maximise the Lagrangian A over choice of
u, which would lead us to solve the equations

oH

ou

and maximising A over z would lead to the equations
oH

o

pr = 0.

= 0,

= —b,

These are the equations which Bismut obtains. The final section of Bismut (1973)
explains the relation between the solution obtained by the Lagrangian approach,
and the (value-function) solution of the classical dynamic programming approach.

2. Does this dual approach work for all problems? The answer is ‘Yes’
and ‘No’, just as it is for the standard dynamic programming approach. We
have seen a number of problems where the dual problem can be expressed quite
simply, and generally this is not hard to do, but moving from there to an explicit
solution can only rarely be achieved'® (indeed, just as in the standard dynamic
programming approach, where it is a few lines’ work to find the HJB equation to
solve, but only rarely can an explicit solution be found.)

During the workshop, Nizar Touzi showed me uncomfortably many examples for
which the dual approach described here offered no useful progress; as he stressed,
problems where the control affects the volatility of the processes are usually

difficult. Here then is an interesting and very concrete example which seems to
be hard to deal with.

Example. An investor has wealth process X satisfying
dXt = OtdSt, X() =,

where 0, is the number of shares held at time ¢, and S; is the share price process

satisfying
v

N — 6,
where v > 0 and N > 0. The modelling idea is that there are only NV shares in
total, and that as the number of shares held by the rest of the market falls, the
volatility of the price increases. The agent’s objective is to maximise

E[U(Xy—Sr)].

dSt/St = th, S() = 1,

13But Chow (1997) proposes methods for approximate numerical solution if all else fails.

30



Introducing Lagrangian semimartingales d§ = £(adW + bdt) for the dynamics of
X and dn = n(adW + Bdt) for the dynamics of S, we form the Lagrangian in the
usual fashion:

0vS
N -0

A = supE[U(XT — Sr) — (X - /OTng dt — /OT ag dt)

T T
T _ anvs
+[Snl, /0 Snp dt N0 dt}
- T s
= supFE [U(fT) + Xo&o — 1050 +/ N_9 (a&fv — nB(N — 0) — avn) dt
o _
(6.1)
= B[U(er) + Xofo — mSs]
provided that the dual-feasibility conditions
Er = nr
b =0
an > Na
va+NB > 0

are satisfied. The last two come from inspecting the integral in (6.1); if the
bracket was positive for any value of 6 in (0, N), then by taking S arbitrarily
large we would have an unbounded supremum for the Lagrangian. The form of
this dual problem looks quite intractable; the multiplier processes are constrained
to be equal at time 7', but the bounds on the coefficients of ¢ and 7 look tough.
Any ideas?

3. Links to the work of Kramkov-Schachermayer. Anyone familiar with
the paper of Kramkov & Schachermayer (1999) (hereafter, KS) will see that
many of the ideas and methods of this paper owe much to that. The fact that
this paper has not so far mentioned the asymptotic elasticity property which was
so important in KS is because what we have been concerned with here is solely the
equality of the values of the primal and dual problem; the asymptotic elasticity
condition of KS was used at the point where they showed that the supremum
in the primal problem was attained, and this is not something that we have
cared about. The paper KS works in a general semimartingale context, where
the duality result (XY) are really very deep; on the other hand, the problem
considered in KS is to optimise the expected utility of terminal wealth, so the
problem is the simplest one in terms of objective. It is undoubtedly an important
goal to generalise the study of optimal investment and consumption problems to
the semimartingale setting; it was after all only when stochastic calculus was
extended from the Brownian to the general semimartingale framework that we
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came to understand the réle of key objects (semimartingales among them!). Such
an extension remains largely unfinished at the time of writing.

4. Equilbria. From an economic point of view, the study of the optimal be-
haviour of a single agent is really only a step on the road towards understanding
an equilibrium of many agents interacting through a market. In the simplest
situation of a frictionless market without portfolio constraints, the study of the
equilibrium is quite advanced; see Chapter 4 of Karatzas & Shreve (1998). How-
ever, once we incorporate portfolio constraints of the type considered for example
by Cuoco & Liu (2000), it become very difficult to characterise the equilibria of the
system. There are already some interesting studies (see Section 4.8 of Karatzas
& Shreve (1998) for a list), but it is clear that much remains to be done in this
area.

5. Smoothing utilities. In a remark after stating property (U4), I said that
the Inada condition at zero was not really needed; the reason is the following
little lemma, which shows that we may always uniformly approximate any given
utility by one which does satisfy the Inada condition at 0.

Lemma 2 Let C be a closed conver cone with non-empty interior, and suppose
that U : C — R U {—o0} is concave, finite-valued on int(C), and increasing in
the partial order of C. Assume that the dual cone C* also has non-empty interior.

Then for any ¢ > 0 we can find U,,U® : C — R U {—o0} such that
Ulx)—e<Ulz) <Ux) <U(z) <U(x) +¢

for all x € int(C), and such that U, U®, are strictly concave, strictly increasing,
differentiable, and satisfy the Inada condition for any z € int(C')

0 2 .
l/g](r)l B\ U.(A\z) = +00 = hn(r)l B\ U (Az).

PROOF. Suppose that {z1,...,z4} C C is a basis, and that {y,...,ys} C C* is
a basis. Now the functions

M&

7 () +5exv (=Y va9).

N
+
<
~

1]
@

1

J

i(y) = Uy)+5exp(-

-
8

Q.

t@
~—~—
l\DI“f)

1

Il

J

which sandwich U to within £/2, are strictly decreasing in y, and are strictly
convex. The dual functions, uy, are therefore differentiable in int(C), increasing,
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and sandwich U to within £/2. They may fail to be strictly concave, but by

considering instead

uis() = us(e)+ S0 - e (=30 Va9

J=1

u_(x) — gexp(—z Zj -y)

Jj=1

u__(x)

we even have the strict concavity as well, and the Inada condition is evident

0

REMARK. The assumption of non-empty interior for C is not needed; if the
interior is empty, we simply drop down to the subspace spanned by C, in which
C has non-empty relative interior, and apply the Lemma there. If C' contained
a linear subspace, then because U is increasing in the order of C, it must be
constant in the direction of that subspace, and we can drop down to the quotient

space (which now contains no linear subspace) and work there instead.
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7 Solutions to exercises.

SOLUTION TO EXERCISE 1. Expressing the expectation of fOT Y.dX, in the two
ways, we get (assuming that the means of stochastic integrals dW are all zero)

T
E [XTYT — XoYo — / Yo{a, X, + ﬁsasﬁs}ds] , (7.1)
0

and
E [/0 Yi{rs Xs + 05(pus — r51) — cs}ds]. (7.2)

The Lagrangian form now is

A(Y)

Il

T ¢
sup E[/ U(s,cs)ds +U(T, Xr) + / Yi{rs Xs + 0s(us — rs1) — cs}ds
0

X,c>0,0 0

T
—XrYr + XoYo + / Y:e{a’sXs + 0303,65}d8i|
0

T
= sup E[/O {U(s,¢5) — Yses }ds + U(T, X1) — XoYr + XoY

X,c>0,0

T
+/ Yo{rsXs + 05(us — r51) + o X5 + Hsasﬁs}ds]. (7.3)
0
Now the maximisation of (7.3) over ¢ > 0 and X, > 0 is very easy; we obtain

T
AY) = sup E[/ U(s,Ys)ds + U(T, Yr) + XoYs
x>00 LJo
T
+/ Yo{rsXs + 0s(ps — r51) + s X + 050505 }ds |,
0
where U(s,y) = sup,[U(s,z) — zy] is the convex dual of U. The maximisation

over X, > 0 results in a finite value if and only if the complementary slackness

condition
rs+as <0 (7.4)

holds, and maximisation over @, results in a finite value if and only if the com-
plementary slackness condition

O'sﬂs +ps—7rs1 =0 (75)

holds. The maximised value is then
T
AY) = B[ [ 0(s,Yods + (1, ¥2) + Xo%o] (7.6)
0
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The dual problem is therefore the minimisation of (7.6) with the complementary
slackness conditions (7.4), (7.5). But in fact, since the dual functions U (t,-) are
decreasing, a little thought shows that we want Y to be big, so that the ‘discount
rate’ « will be as large as it can be, that is, the inequality (7.4) will actually hold
with equality. This gives the stated form of the dual problem.

SOLUTION TO EXERCISE 2. We use the result of Example 0. Since the dual
function g of ug is just —ug, we have from the dual problem to Example 0, (1.12),
that

= inf E[zYy —YrB].
Yr>0

Clearly, this will be —oo if
xz < sup E[YrB/Yy |,

Yr>0
and zero else. The statement (2.6) follows.

SOLUTION TO EXERCISE 3A. Introducing the positive Lagrangian semimartin-
gale Y in exponential form

dY, =Y, dz =Y, (dm; + dA,),

where m is a local martingale and A is a process of finite variation, and integrating
by parts, we find that

T T
| Yide = XeVe- XYoo~ [ Xedi- X,V
0 0

T
= / Y;_thSt.
0

Hence the Lagrangian is
T
A(Y) = Sup E[ U(XT) -+ / Y;_thst — XTYT + X()YE)
° T
+ / X,_dY; + [X,Y]r ]
0
T
= SupE[ U(XT) — XTYT -+ X()YE) + / Y;_Ht dSt +
T ° T
/ X,_Y,_(dm, + dA,) + / H,Y,_ dm, S], }
0 0
T
= sup B[ U(Yr) + Xo¥o + / Vi (H, (dS, + d[m, S}) + X,-dA,) |
0
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if means of stochastic integrals with respect to local martingales are all zero.
Maximising the Lagrangian over X > 0, we obtain the dual-feasibility condition
that dA < 0. Next, by maximising over H we see that we must have dS +
d[m, S] = 0, from which

d(XY) = X_dY +Y_dX +d[X,Y]
X_Y_dA + Y_H(dS + d[m, S))
= X_Y.dA

so that XY is a non-negative supermartingale.

SOLUTION TO EXERCISE 3B. Differentiating (2.9) with respect to A, we find
that condition (2.8) is exactly the condition for the derivative to be non-negative
throughout [—1,1]. Hence the agent’s optimal policy is just to invest all his
money in the share. Could U’(S;) be an equivalent martingale measure? This
would require

E[U'(S1)(S1 = So)] = 0,

E[y/S1] = E[1/V/S].

It is clear that by altering the (p,)n>o slightly if necesary, this equality can be
broken.

or equivalently,

SOLUTION TO EXERCISE 4. Introduce the Lagrangian semimartingale Y satis-
fying
dl/:f = Y;g{ [0 O'tth + ﬁtdt } (77)

and now develop the two different expressions for [YdX, firstly as
T T
/ YidX, = YiXp—YoXo— / X, dY; — [X,Y]r
0 0
T
= YTXT — YE)X() — / XtY;{O[t . O'tth + /Btdt} —_ [X, Y]T
0
T
= YTXT — YEJXO — / Xth{at . O'tth + ,Btdt + oy - V;’]Tt dt}
0
T
= YTXT — YE)XO — / Xth{ﬁt + oy - ‘/tﬂ—t} dt. (78)
0

The symbol = signifies that the two sides of the equation differ by a local mar-
tingale vanishing at zero. Next, we express [YdX as

T T
/ Y;dXt = / Y;Xt [ T‘tdt + Ty {O'tth -+ (bt — Tt].)dt} + g(t, Wt)dt
0 0
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T
— / }/;Ctdt
0
T T
= / }/;Xt [ Ty + Ty - (bt — Tt].) + g(t, 7Tt)i| dt — / }/;Ctdt. (79)
0 0

The Lagrangian form is now
T
A= E [/ U(s,c,)ds + U(T, Xr)
0
T T
+/ Y;Xt [ T+ Ty - (bt — 7',51) + g(t, Wt)] dt — / Y;Ctdt
0 0

T
—YTXT + YE)XO + / Xtht{/Bt + Qy - %Wt} dt] . (710)
0

Maximising this over X7 and c gives
T
A = E[/ U(t,Y,) dt + U(T, Yr) + Yo Xo
0

T
+/ XY {bi+oy-Vimp+re+mp - (by —red) + g(t, m) } dt.
0
(7.11)

We find on the way the dual feasibility conditions on Y that, almost surely, Y; > 0
for almost every ¢, and and Y, > 0, with strict inequality for ¢ for which U; is
unbounded above.

Since we have that ¥ and X are both non-negative processes, maximising (7.11)
over 7 amounts to maximising the expression

g(t,m) — 7 (rsl — by — Vi)

for each t; the maximised value of this expression can be written in terms of the
convex dual g(t,-) of g as

g(ta Vt)a

where v is related to o by
v, =1l — by — Vioy. (7.12)
Alternatively, we can express « in terms of v as
oy = Vi (el — by — 1y). (7.13)

The value of (7.11) when so maximised over 7 is therefore
T 5 T
A= E[ / U(t,Y;) dt+U(T, Yo)+Yo Xo+ / XY { Botre+g(t,v) Yt |. (7.14)
0 0
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Finally, we consider the maximisation of A over X. This leads to the dual-
feasiblity condition
Br+ri+g(t,v) <0 (7.15)

and a maximised value of the Lagrangian of the simple form
T ~ ~
A= E[/ U(t,Y;) dt+ U(T, Yr) +Y0X0}.
0
But X, = z, so we now believe that the dual problem must be to find
T
ir;fE[/ V(t,Y;)dt+ V(T,Yy) +xY0]
0
where

Y, dY, = Vi rd — by — vy) - 0ud Wy — (1 + G(t, 1) )dt — gL,

where ¢ is some non-negative process, from (7.15). Since we are looking to min-
imise the Lagrangian over Y, and since V} is decreasing, it is clear that we should
take ¢ = 0, leading to the dynamics

Y;_ldY;g = V;_l('f't]. - bt — l/t) : O'tth - (Tt + g(t, l/t))dt
for Y.

SOLUTION TO EXERCISE 5. According to the machine, the Lagrangian is
T T
A = sup E [/ U(Ct) dt + U(XT, YT) + / (TtXt — Ct)gt dt — XT&T + X()go
0 0
T T
+/ Xi&efr dt + / peYeme dt — Yrnr + Yomo +/ Yin(bs + ovaz) di
0 0

+ /OT((l — &6 —my) dM, + /OT(nt ~ (14 6)g) dL |

Maximising over increasing M and L, we see that we must have the dual feasibility
conditions

(1-e)é<m<(1+6)&

and the maximised value of the integrals dM and dL will be zero. The maximi-
sation over ¢ and over (X, Yr) is straightforward and transforms the Lagrangian
to

T
A = sup E[/ U(&) dt + a(&r,nr) + Xo&o + Yono
0
T T
+/ Xr&p(ry+ Br) dt + / Yine(pr + b + 0vay) |-
0 0
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Maximising over X and Y yields the dual feasibility conditions

re+B8 <0 (7.16)
Pt + bt + o0 S 0 (717)

with the final form of the Lagrangian as

T ~
E[/ U(&) dt + (&, nr) + Xo&o + Yomo ] .
0

The by now familiar monotonicity argument shows that in trying to minimise this
over multipliers (£, n) we would have the two dual-feasibility conditions (7.16) and
(7.17) satisfied with equality.

SOLUTION TO EXERCISE 6. At least at the heuristic level, which is all we
are concerned with for the moment, this exercise follows from Example 4 in the
same way that Exercise 2 was derived from Example 0. Just follow through the
solution to Exercise 4 assuming that U(t,.) = 0 for t < T, and U(T, Xr) =

uo (X1 — (Sr)).
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