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- Diverse preferences? A well-trodden path, leading to pricing systems which are too orderly.
- Diverse information? Agents receive private signals, share information via prices. No mathematical theory here; really, only very simple models stand any chance of tractability

Kurz: If your theory depends critically on private information, how would you ever verify/refute it?

- Diverse beliefs?
"Everybody has the same information - everybody has Bloomberg - it's what they do with that information which is different" (Bill Janeway)
Same filtrations, but different probability measures. Simple, powerful and general mathematical tools exist to handle such situations.
- Diverse beliefs include diverse information!
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- $\mathcal{G}_{t} \equiv \sigma\left(X_{s}, Z_{s}: s \leq t\right)$ is $\sigma$-field of all information at time $t$
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## Isn'† this obvious?

## Isn'† this obvious?

- Take a PI equilibrium, and let everyone see all private signals .


## Isn'† this obvious?

- Take a Pl equilibrium, and let everyone see all private signals .
- .. but agent $j$ thinks that every other signal is non-informative.


## Isn'† this obvious?

- Take a PI equilibrium, and let everyone see all private signals .
- .. but agent $j$ thinks that every other signal is non-informative.


## Isn'† this obvious?

- Take a PI equilibrium, and let everyone see all private signals ...
- .. but agent $j$ thinks that every other signal is non-informative.
- ... but even if I think your signals are uninformative, I cannot ignore them, because you rely on them in your choices;


## Isn'† this obvious?

- Take a PI equilibrium, and let everyone see all private signals ...
- .. but agent $j$ thinks that every other signal is non-informative.
- ... but even if I think your signals are uninformative, I cannot ignore them, because you rely on them in your choices; and that makes them informative.

Outline of proof.

## Outline of proof.

Agent $j$ in PI equilibrium chooses optimal $\left(\bar{\theta}^{j}, \bar{c}^{j}\right)$.

## Outline of proof.

Agent $j$ in Pl equilibrium chooses optimal $\left(\bar{\theta}^{j}, \bar{c}^{j}\right)$. His state-price density $\bar{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right)$ must have the property

$$
\bar{\lambda}_{t}^{j} \bar{S}_{t}=E\left[\bar{\lambda}_{t+1}^{j}\left(\bar{S}_{t+1}+\delta_{t+1}\right) \mid \overline{\mathcal{F}}_{t}^{j}\right] . \quad \text { (PI-FOC) }
$$

## Outline of proof.

Agent $j$ in Pl equilibrium chooses optimal $\left(\bar{\theta}^{j}, \bar{c}^{j}\right)$. His state-price density $\bar{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right)$ must have the property

$$
\bar{\lambda}_{t}^{j} \bar{S}_{t}=E\left[\bar{\lambda}_{t+1}^{j}\left(\bar{S}_{t+1}+\delta_{t+1}\right) \mid \overline{\mathcal{F}}_{t}^{j}\right] . \quad \text { (PI-FOC) }
$$

Agent $j$ in DB equilibrium chooses optimal $\left(\tilde{\theta}^{j}, \tilde{c}^{j}\right)$.

## Outline of proof.

Agent $j$ in Pl equilibrium chooses optimal $\left(\bar{\theta}^{j}, \bar{c}^{j}\right)$. His state-price density $\bar{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right)$ must have the property

$$
\bar{\lambda}_{t}^{j} \bar{S}_{t}=E\left[\bar{\lambda}_{t+1}^{j}\left(\bar{S}_{t+1}+\delta_{t+1}\right) \mid \overline{\mathcal{F}}_{t}^{j}\right] . \quad \text { (PI-FOC) }
$$

Agent $j$ in DB equilibrium chooses optimal $\left(\tilde{\theta}^{j}, \tilde{c}^{j}\right)$. His state-price density $\tilde{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \tilde{c}_{t}^{j}\right)$ must have the property

$$
\tilde{\lambda}_{t}^{j} \tilde{S}_{t}=E^{j}\left[\tilde{\lambda}_{t+1}^{j}\left(\tilde{S}_{t+1}+\delta_{t+1}\right) \mid \tilde{\mathcal{G}}_{t}\right] . \quad \text { (DB-FOC) }
$$

## Outline of proof.

Agent $j$ in Pl equilibrium chooses optimal $\left(\bar{\theta}^{j}, \bar{c}^{j}\right)$. His state-price density $\bar{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right)$ must have the property

$$
\bar{\lambda}_{t}^{j} \bar{S}_{t}=E\left[\bar{\lambda}_{t+1}^{j}\left(\bar{S}_{t+1}+\delta_{t+1}\right) \mid \overline{\mathcal{F}}_{t}^{j}\right] . \quad \text { (PI-FOC) }
$$

Agent $j$ in DB equilibrium chooses optimal $\left(\tilde{\theta}^{j}, \tilde{c}^{j}\right)$. His state-price density $\tilde{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \tilde{c}_{t}^{j}\right)$ must have the property

$$
\tilde{\lambda}_{t}^{j} \tilde{S}_{t}=E^{j}\left[\tilde{\lambda}_{t+1}^{j}\left(\tilde{S}_{t+1}+\delta_{t+1}\right) \mid \tilde{\mathcal{G}}_{t}\right] . \quad \text { (DB-FOC) }
$$

How do we go from the first to the second??

## Outline of proof.

Agent $j$ in Pl equilibrium chooses optimal $\left(\bar{\theta}^{j}, \bar{c}^{j}\right)$. His state-price density $\bar{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right)$ must have the property

$$
\bar{\lambda}_{t}^{j} \bar{S}_{t}=E\left[\bar{\lambda}_{t+1}^{j}\left(\bar{S}_{t+1}+\delta_{t+1}\right) \mid \overline{\mathcal{F}}_{t}^{j}\right] . \quad \text { (PI-FOC) }
$$

Agent $j$ in DB equilibrium chooses optimal $\left(\tilde{\theta}^{j}, \tilde{c}^{j}\right)$. His state-price density $\tilde{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \tilde{c}_{t}^{j}\right)$ must have the property

$$
\tilde{\lambda}_{t}^{j} \tilde{S}_{t}=E^{j}\left[\tilde{\lambda}_{t+1}^{j}\left(\tilde{S}_{t+1}+\delta_{t+1}\right) \mid \tilde{\mathcal{G}}_{t}\right] . \quad \text { (DB-FOC) }
$$

How do we go from the first to the second??

- Change (PI-FOC) to

$$
\bar{\lambda}_{t}^{j} \bar{S}_{t}=E\left[\bar{\lambda}_{t+1}^{j}\left(\bar{S}_{t+1}+\delta_{t+1}\right) \mid \mathcal{F}_{t}^{j}\right] .
$$

where $\mathcal{F}_{t}^{j} \subset \overline{\mathcal{F}}_{t}^{j}$ depends only on public information relating to agent $j$;

## Outline of proof.

Agent $j$ in Pl equilibrium chooses optimal $\left(\bar{\theta}^{j}, \bar{c}^{j}\right)$. His state-price density $\bar{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right)$ must have the property

$$
\bar{\lambda}_{t}^{j} \bar{S}_{t}=E\left[\bar{\lambda}_{t+1}^{j}\left(\bar{S}_{t+1}+\delta_{t+1}\right) \mid \overline{\mathcal{F}}_{t}^{j}\right] . \quad \text { (PI-FOC) }
$$

Agent $j$ in DB equilibrium chooses optimal $\left(\tilde{\theta}^{j}, \tilde{c}^{j}\right)$. His state-price density $\tilde{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \tilde{c}_{t}^{j}\right)$ must have the property

$$
\tilde{\lambda}_{t}^{j} \tilde{S}_{t}=E^{j}\left[\tilde{\lambda}_{t+1}^{j}\left(\tilde{S}_{t+1}+\delta_{t+1}\right) \mid \tilde{\mathcal{G}}_{t}\right] . \quad \text { (DB-FOC) }
$$

How do we go from the first to the second??

- Change (PI-FOC) to

$$
\bar{\lambda}_{t}^{j} \bar{S}_{t}=E\left[\bar{\lambda}_{t+1}^{j}\left(\bar{S}_{t+1}+\delta_{t+1}\right) \mid \mathcal{F}_{t}^{j}\right] .
$$

where $\mathcal{F}_{t}^{j} \subset \overline{\mathcal{F}}_{t}^{j}$ depends only on public information relating to agent $j$;

- Enlarge $\mathcal{F}_{t}^{j}$ to include all public information, by specifying (independent) distribution for other agent's variables.

Step 1: FOCs for PI equilibrium.

Step 1: FOCs for PI equilibrium.
Recall that $\bar{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right)$;

Step 1: FOCs for PI equilibrium.
Recall that $\bar{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right) ; \quad$ and $\overline{\mathcal{F}}_{t}^{j}=\sigma\left(X_{u}, \bar{S}_{u}, z_{u}^{j}: u \leq t\right)$

## Step 1: FOCs for Pl equilibrium.

Recall that $\bar{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right)$; and $\overline{\mathcal{F}}_{t}^{j}=\sigma\left(X_{u}, \bar{S}_{u}, z_{u}^{j}: u \leq t\right) \quad$ Perturbation $\bar{\theta}^{j} \mapsto \bar{\theta}^{j}+\eta$ of the portfolio process changes $\bar{c}^{j} \mapsto c=\bar{c}^{j}+\epsilon$, where

$$
\epsilon_{t}=\eta_{t}\left(\bar{S}_{t}+\delta_{t}\right)-\eta_{t+1} \bar{S}_{t}
$$

## Step 1: FOCs for Pl equilibrium.

Recall that $\bar{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right)$; and $\overline{\mathcal{F}}_{t}^{j}=\sigma\left(X_{u}, \bar{S}_{u}, z_{u}^{j}: u \leq t\right) \quad$ Perturbation $\bar{\theta}^{j} \mapsto \bar{\theta}^{j}+\eta$ of the portfolio process changes $\bar{c}^{j} \mapsto c=\bar{c}^{j}+\epsilon$, where

$$
\epsilon_{t}=\eta_{t}\left(\bar{S}_{t}+\delta_{t}\right)-\eta_{t+1} \bar{S}_{t} .
$$

Leading-order change to objective is

$$
\begin{aligned}
E\left[\sum_{t=0}^{T} U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right) \epsilon_{t}\right] & =E\left[\sum_{t=0}^{T} \bar{\lambda}_{t}^{j}\left\{\eta_{t}\left(\bar{S}_{t}+\delta_{t}\right)-\eta_{t+1} \bar{S}_{t}\right\}\right] \\
& =E\left[\sum_{t=1}^{T} \eta_{t}\left(\bar{\lambda}_{t}^{j}\left(\bar{S}_{t}+\delta_{t}\right)-\bar{\lambda}_{t-1}^{j} \bar{S}_{t-1}\right)\right] \\
& =E\left[\sum_{t=1}^{T} \eta_{t} E\left(\bar{\lambda}_{t}^{j}\left(\bar{S}_{t}+\delta_{t}\right)-\bar{\lambda}_{t-1}^{j} \bar{S}_{t-1} \mid \overline{\mathcal{F}}_{t-1}^{j}\right)\right]
\end{aligned}
$$

## Step 1: FOCs for Pl equilibrium.

Recall that $\bar{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right)$; and $\overline{\mathcal{F}}_{t}^{j}=\sigma\left(X_{u}, \bar{S}_{u}, z_{u}^{j}: u \leq t\right) \quad$ Perturbation $\bar{\theta}^{j} \mapsto \bar{\theta}^{j}+\eta$ of the portfolio process changes $\bar{c}^{j} \mapsto c=\bar{c}^{j}+\epsilon$, where

$$
\epsilon_{t}=\eta_{t}\left(\bar{S}_{t}+\delta_{t}\right)-\eta_{t+1} \bar{S}_{t} .
$$

Leading-order change to objective is

$$
\begin{aligned}
E\left[\sum_{t=0}^{T} U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right) \epsilon_{t}\right] & =E\left[\sum_{t=0}^{T} \bar{\lambda}_{t}^{j}\left\{\eta_{t}\left(\bar{S}_{t}+\delta_{t}\right)-\eta_{t+1} \bar{S}_{t}\right\}\right] \\
& =E\left[\sum_{t=1}^{T} \eta_{t}\left(\bar{\lambda}_{t}^{j}\left(\bar{S}_{t}+\delta_{t}\right)-\bar{\lambda}_{t-1}^{j} \bar{S}_{t-1}\right)\right] \\
& =E\left[\sum_{t=1}^{T} \eta_{t} E\left(\bar{\lambda}_{t}^{j}\left(\bar{S}_{t}+\delta_{t}\right)-\bar{\lambda}_{t-1}^{j} \bar{S}_{t-1} \mid \overline{\mathcal{F}}_{t-1}^{j}\right)\right]
\end{aligned}
$$

since $\bar{S}_{T}=0, \eta_{0}=0 ;$

## Step 1: FOCs for Pl equilibrium.

Recall that $\bar{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right)$; and $\overline{\mathcal{F}}_{t}^{j}=\sigma\left(X_{u}, \bar{S}_{u}, z_{u}^{j}: u \leq t\right) \quad$ Perturbation $\bar{\theta}^{j} \mapsto \bar{\theta}^{j}+\eta$ of the portfolio process changes $\bar{c}^{j} \mapsto c=\bar{c}^{j}+\epsilon$, where

$$
\epsilon_{t}=\eta_{t}\left(\bar{S}_{t}+\delta_{t}\right)-\eta_{t+1} \bar{S}_{t} .
$$

Leading-order change to objective is

$$
\begin{aligned}
E\left[\sum_{t=0}^{T} U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right) \epsilon_{t}\right] & =E\left[\sum_{t=0}^{T} \bar{\lambda}_{t}^{j}\left\{\eta_{t}\left(\bar{S}_{t}+\delta_{t}\right)-\eta_{t+1} \bar{S}_{t}\right\}\right] \\
& =E\left[\sum_{t=1}^{T} \eta_{t}\left(\bar{\lambda}_{t}^{j}\left(\bar{S}_{t}+\delta_{t}\right)-\bar{\lambda}_{t-1}^{j} \bar{S}_{t-1}\right)\right] \\
& =E\left[\sum_{t=1}^{T} \eta_{t} E\left(\bar{\lambda}_{t}^{j}\left(\bar{S}_{t}+\delta_{t}\right)-\bar{\lambda}_{t-1}^{j} \bar{S}_{t-1} \mid \overline{\mathcal{F}}_{t-1}^{j}\right)\right]
\end{aligned}
$$

since $\bar{S}_{T}=0, \eta_{0}=0 ;$ and perturbation $\eta$ must be $\overline{\mathcal{F}}^{j}$-previsible.

## Step 1: FOCs for PI equilibrium.

Recall that $\bar{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right)$; and $\overline{\mathcal{F}}_{t}^{j}=\sigma\left(X_{u}, \bar{S}_{u}, z_{u}^{j}: u \leq t\right) \quad$ Perturbation $\bar{\theta}^{j} \mapsto \bar{\theta}^{j}+\eta$ of the portfolio process changes $\bar{c}^{j} \mapsto c=\bar{c}^{j}+\epsilon$, where

$$
\epsilon_{t}=\eta_{t}\left(\bar{S}_{t}+\delta_{t}\right)-\eta_{t+1} \bar{S}_{t} .
$$

Leading-order change to objective is

$$
\begin{aligned}
E\left[\sum_{t=0}^{T} U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right) \epsilon_{t}\right] & =E\left[\sum_{t=0}^{T} \bar{\lambda}_{t}^{j}\left\{\eta_{t}\left(\bar{S}_{t}+\delta_{t}\right)-\eta_{t+1} \bar{S}_{t}\right\}\right] \\
& =E\left[\sum_{t=1}^{T} \eta_{t}\left(\bar{\lambda}_{t}^{j}\left(\bar{S}_{t}+\delta_{t}\right)-\bar{\lambda}_{t-1}^{j} \bar{S}_{t-1}\right)\right] \\
& =E\left[\sum_{t=1}^{T} \eta_{t} E\left(\bar{\lambda}_{t}^{j}\left(\bar{S}_{t}+\delta_{t}\right)-\bar{\lambda}_{t-1}^{j} \bar{S}_{t-1} \mid \overline{\mathcal{F}}_{t-1}^{j}\right)\right]
\end{aligned}
$$

since $\bar{S}_{T}=0, \eta_{0}=0 ; \quad$ and perturbation $\eta$ must be $\overline{\mathcal{F}}^{j}$-previsible. Hence

$$
\bar{\lambda}_{t}^{j} \bar{S}_{t}=E\left[\bar{\lambda}_{t+1}^{j}\left(\bar{S}_{t+1}+\delta_{t+1}\right) \mid \overline{\mathcal{F}}_{t}^{j}\right]=E\left[\bar{\lambda}_{t+1}^{j}\left(\bar{S}_{t+1}+\delta_{t+1}\right) \mid \mathcal{F}_{t}^{j}\right]
$$

## Step 1: FOCs for PI equilibrium.

Recall that $\bar{\lambda}_{t}^{j}=U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right)$; and $\overline{\mathcal{F}}_{t}^{j}=\sigma\left(X_{u}, \bar{S}_{u}, z_{u}^{j}: u \leq t\right) \quad$ Perturbation $\bar{\theta}^{j} \mapsto \bar{\theta}^{j}+\eta$ of the portfolio process changes $\bar{c}^{j} \mapsto c=\bar{c}^{j}+\epsilon$, where

$$
\epsilon_{t}=\eta_{t}\left(\bar{S}_{t}+\delta_{t}\right)-\eta_{t+1} \bar{S}_{t} .
$$

Leading-order change to objective is

$$
\begin{aligned}
E\left[\sum_{t=0}^{T} U_{j}^{\prime}\left(t, \bar{c}_{t}^{j}\right) \epsilon_{t}\right] & =E\left[\sum_{t=0}^{T} \bar{\lambda}_{t}^{j}\left\{\eta_{t}\left(\bar{S}_{t}+\delta_{t}\right)-\eta_{t+1} \bar{S}_{t}\right\}\right] \\
& =E\left[\sum_{t=1}^{T} \eta_{t}\left(\bar{\lambda}_{t}^{j}\left(\bar{S}_{t}+\delta_{t}\right)-\bar{\lambda}_{t-1}^{j} \bar{S}_{t-1}\right)\right] \\
& =E\left[\sum_{t=1}^{T} \eta_{t} E\left(\bar{\lambda}_{t}^{j}\left(\bar{S}_{t}+\delta_{t}\right)-\bar{\lambda}_{t-1}^{j} \bar{S}_{t-1} \mid \overline{\mathcal{F}}_{t-1}^{j}\right)\right]
\end{aligned}
$$

since $\bar{S}_{T}=0, \eta_{0}=0 ; \quad$ and perturbation $\eta$ must be $\overline{\mathcal{F}}^{j}$-previsible. Hence

$$
\bar{\lambda}_{t}^{j} \bar{S}_{t}=E\left[\begin{array}{c}
\bar{\lambda}_{t+1}^{j}\left(\bar{S}_{t+1}+\delta_{t+1}\right) \\
\overline{\mathcal{F}}_{t}^{j}
\end{array}\right]=E\left[\bar{\lambda}_{t+1}^{j}\left(\bar{S}_{t+1}+\delta_{t+1}\right) \mid \mathcal{F}_{t}^{j}\right]
$$

where $\mathcal{F}_{t}^{j} \equiv \sigma\left(X_{u}, \bar{S}_{u}, \bar{\theta}_{u+1}^{j}, \bar{c}_{u}^{j}: u \leq t\right) \subseteq \sigma\left(X_{u}, \bar{S}_{u}, \bar{\theta}_{u+1}^{j}, \bar{c}_{u}^{j}, z_{u}^{j}: u \leq t\right)=\overline{\mathcal{F}}_{t}^{j}$.

Step 2: Transferring the law to the DB probability space.

## Step 2: Transferring the law to the DB probability space.

- Let $\kappa^{j}$ be a RCD for $\bar{S}$ given $\left(X, \bar{\theta}^{j}, \bar{c}^{j}\right)$.

Step 2: Transferring the law to the DB probability space.

- Let $\kappa^{j}$ be a RCD for $\bar{S}$ given $\left(X, \bar{\theta}^{j}, \bar{c}^{j}\right)$.
- Take $\Omega_{0}=$ path space of $(X, \Theta, C)$;

Step 2: Transferring the Iaw to the DB probability space.

- Let $\kappa^{j}$ be a RCD for $\bar{S}$ given $\left(X, \bar{\theta}^{j}, \bar{c}^{j}\right)$.
- Take $\Omega_{0}=$ path space of $(X, \Theta, C)$; take $P^{*}=\mathcal{L}(X, \bar{\Theta}, \bar{C})$.

Step 2: Transferring the law to the DB probability space.

- Let $\kappa^{j}$ be a RCD for $\bar{S}$ given $\left(X, \bar{\theta}^{j}, \bar{c}^{j}\right)$.
- Take $\Omega_{0}=$ path space of $(X, \Theta, C) ; \quad$ take $P^{*}=\mathcal{L}(X, \bar{\Theta}, \bar{C})$.
- Expand to $\tilde{\Omega} \equiv \Omega_{0} \times \mathbb{R}^{T+1}$,

Step 2: Transferring the law to the DB probability space.

- Let $\kappa^{j}$ be a RCD for $\bar{S}$ given $\left(X, \bar{\theta}^{j}, \bar{c}^{j}\right)$.
- Take $\Omega_{0}=$ path space of $(X, \Theta, C)$; take $P^{*}=\mathcal{L}(X, \bar{\Theta}, \bar{C})$.
- Expand to $\tilde{\Omega} \equiv \Omega_{0} \times \mathbb{R}^{T+1}$, and set ( $\left.\tilde{\omega}=(\omega, s), \omega \in \Omega_{0}\right)$

$$
\tilde{X}(\tilde{\omega})=X(\omega), \quad \tilde{\Theta}(\tilde{\omega})=\Theta(\omega), \quad \tilde{C}(\tilde{\omega})=C(\omega), \quad \tilde{S}_{t}(\tilde{\omega})=s_{t}
$$

Step 2: Transferring the law to the DB probability space.

- Let $\kappa^{j}$ be a RCD for $\bar{S}$ given $\left(X, \bar{\theta}^{j}, \bar{c}^{j}\right)$.
- Take $\Omega_{0}=$ path space of $(X, \Theta, C)$; take $P^{*}=\mathcal{L}(X, \bar{\Theta}, \bar{C})$.
- Expand to $\tilde{\Omega} \equiv \Omega_{0} \times \mathbb{R}^{T+1}$, and set $\left(\tilde{\omega}=(\omega, s), \omega \in \Omega_{0}\right)$

$$
\tilde{X}(\tilde{\omega})=X(\omega), \quad \tilde{\Theta}(\tilde{\omega})=\Theta(\omega), \quad \tilde{C}(\tilde{\omega})=C(\omega), \quad \tilde{S}_{t}(\tilde{\omega})=s_{t}
$$

where $s=\left(s_{0}, \ldots, s_{T}\right) \in \mathbb{R}^{T+1}$.

Step 2: Transferring the law to the DB probability space.

- Let $\kappa^{j}$ be a RCD for $\bar{S}$ given $\left(X, \bar{\theta}^{j}, \bar{c}^{j}\right)$.
- Take $\Omega_{0}=$ path space of $(X, \Theta, C)$; take $P^{*}=\mathcal{L}(X, \bar{\Theta}, \bar{C})$.
- Expand to $\tilde{\Omega} \equiv \Omega_{0} \times \mathbb{R}^{T+1}$, and set $\left(\tilde{\omega}=(\omega, s), \omega \in \Omega_{0}\right)$

$$
\tilde{X}(\tilde{\omega})=X(\omega), \quad \tilde{\Theta}(\tilde{\omega})=\Theta(\omega), \quad \tilde{C}(\tilde{\omega})=C(\omega), \quad \tilde{S}_{t}(\tilde{\omega})=s_{t}
$$

where $s=\left(s_{0}, \ldots, s_{T}\right) \in \mathbb{R}^{T+1} . \quad$ Set $\tilde{\mathcal{G}}_{t}=\sigma\left(\tilde{X}_{u}, \tilde{\Theta}_{u+1}, \tilde{C}_{u}, \tilde{S}_{u}: u \leq t\right)$.

## Step 2: Transferring the law to the DB probability

 space.- Let $\kappa^{j}$ be a RCD for $\bar{S}$ given $\left(X, \bar{\theta}^{j}, \bar{c}^{j}\right)$.
- Take $\Omega_{0}=$ path space of $(X, \Theta, C)$; take $P^{*}=\mathcal{L}(X, \bar{\Theta}, \bar{C})$.
- Expand to $\tilde{\Omega} \equiv \Omega_{0} \times \mathbb{R}^{T+1}$, and set ( $\left.\tilde{\omega}=(\omega, s), \omega \in \Omega_{0}\right)$

$$
\tilde{X}(\tilde{\omega})=X(\omega), \quad \tilde{\Theta}(\tilde{\omega})=\Theta(\omega), \quad \tilde{C}(\tilde{\omega})=C(\omega), \quad \tilde{S}_{t}(\tilde{\omega})=s_{t}
$$

where $s=\left(s_{0}, \ldots, s_{T}\right) \in \mathbb{R}^{T+1}$. Set $\tilde{\mathcal{G}}_{t}=\sigma\left(\tilde{X}_{u}, \tilde{\Theta}_{u+1}, \tilde{C}_{u}, \tilde{S}_{u}: u \leq t\right)$.
Define $P^{j}$ on $\tilde{\Omega}$ :

## Step 2: Transferring the law to the DB probability

 space.- Let $\kappa^{j}$ be a RCD for $\bar{S}$ given $\left(X, \bar{\theta}^{j}, \bar{c}^{j}\right)$.
- Take $\Omega_{0}=$ path space of $(X, \Theta, C)$; take $P^{*}=\mathcal{L}(X, \bar{\Theta}, \bar{C})$.
- Expand to $\tilde{\Omega} \equiv \Omega_{0} \times \mathbb{R}^{T+1}$, and set $\left(\tilde{\omega}=(\omega, s), \omega \in \Omega_{0}\right)$

$$
\tilde{X}(\tilde{\omega})=X(\omega), \quad \tilde{\Theta}(\tilde{\omega})=\Theta(\omega), \quad \tilde{C}(\tilde{\omega})=C(\omega), \quad \tilde{S}_{t}(\tilde{\omega})=s_{t}
$$

where $s=\left(s_{0}, \ldots, s_{T}\right) \in \mathbb{R}^{T+1}$. Set $\tilde{\mathcal{G}}_{t}=\sigma\left(\tilde{X}_{u}, \tilde{\Theta}_{u+1}, \tilde{C}_{u}, \tilde{S}_{u}: u \leq t\right)$.
Define $P^{j}$ on $\tilde{\Omega}$ :

- Under $P^{j},\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}\right) \sim P^{*}$;


## Step 2: Transferring the law to the DB probability

 space.- Let $\kappa^{j}$ be a RCD for $\bar{S}$ given $\left(X, \bar{\theta}^{j}, \bar{c}^{j}\right)$.
- Take $\Omega_{0}=$ path space of $(X, \Theta, C)$; take $P^{*}=\mathcal{L}(X, \bar{\Theta}, \bar{C})$.
- Expand to $\tilde{\Omega} \equiv \Omega_{0} \times \mathbb{R}^{T+1}$, and set $\left(\tilde{\omega}=(\omega, s), \omega \in \Omega_{0}\right)$

$$
\tilde{X}(\tilde{\omega})=X(\omega), \quad \tilde{\Theta}(\tilde{\omega})=\Theta(\omega), \quad \tilde{C}(\tilde{\omega})=C(\omega), \quad \tilde{S}_{t}(\tilde{\omega})=s_{t}
$$

where $s=\left(s_{0}, \ldots, s_{T}\right) \in \mathbb{R}^{T+1}$. Set $\tilde{\mathcal{G}}_{t}=\sigma\left(\tilde{X}_{u}, \tilde{\Theta}_{u+1}, \tilde{C}_{u}, \tilde{S}_{u}: u \leq t\right)$.
Define $P^{j}$ on $\tilde{\Omega}$ :

- Under $P^{j},\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}\right) \sim P^{*}$;
- Conditional on $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}\right)$, law of $\tilde{S}$ is $\kappa^{j}\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j} ; \cdot\right)$;


## Step 2: Transferring the Iaw to the DB probability space.

- Let $\kappa^{j}$ be a RCD for $\bar{S}$ given $\left(X, \bar{\theta}^{j}, \bar{c}^{j}\right)$.
- Take $\Omega_{0}=$ path space of $(X, \Theta, C)$; take $P^{*}=\mathcal{L}(X, \bar{\Theta}, \bar{C})$.
- Expand to $\tilde{\Omega} \equiv \Omega_{0} \times \mathbb{R}^{T+1}$, and set ( $\left.\tilde{\omega}=(\omega, s), \omega \in \Omega_{0}\right)$

$$
\tilde{X}(\tilde{\omega})=X(\omega), \quad \tilde{\Theta}(\tilde{\omega})=\Theta(\omega), \quad \tilde{C}(\tilde{\omega})=C(\omega), \quad \tilde{S}_{t}(\tilde{\omega})=s_{t}
$$

where $s=\left(s_{0}, \ldots, s_{T}\right) \in \mathbb{R}^{T+1} . \quad$ Set $\tilde{\mathcal{G}}_{t}=\sigma\left(\tilde{X}_{u}, \tilde{\Theta}_{u+1}, \tilde{C}_{u}, \tilde{S}_{u}: u \leq t\right)$.
Define $P^{j}$ on $\tilde{\Omega}$ :

- Under $P^{j},\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}\right) \sim P^{*}$;
- Conditional on $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}\right)$, law of $\tilde{S}$ is $\kappa^{j}\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j} ; \cdot\right)$;
- Conditional on $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}, \tilde{S}\right)$, the $\tilde{\theta}^{i}, \tilde{c}^{i}, i \neq j$ are chosen independently subject to the constraints $\sum \tilde{\theta}_{t}^{i}=1, \sum \tilde{c}_{t}^{i}=\delta_{t}$.


## Step 2: Transferring the Iaw to the DB probability space.

- Let $\kappa^{j}$ be a RCD for $\bar{S}$ given $\left(X, \bar{\theta}^{j}, \bar{c}^{j}\right)$.
- Take $\Omega_{0}=$ path space of $(X, \Theta, C)$; take $P^{*}=\mathcal{L}(X, \bar{\Theta}, \bar{C})$.
- Expand to $\tilde{\Omega} \equiv \Omega_{0} \times \mathbb{R}^{T+1}$, and set ( $\tilde{\omega}=(\omega, s), \omega \in \Omega_{0}$ )

$$
\tilde{X}(\tilde{\omega})=X(\omega), \quad \tilde{\Theta}(\tilde{\omega})=\Theta(\omega), \quad \tilde{C}(\tilde{\omega})=C(\omega), \quad \tilde{S}_{t}(\tilde{\omega})=s_{t}
$$

where $s=\left(s_{0}, \ldots, s_{T}\right) \in \mathbb{R}^{T+1} . \quad$ Set $\tilde{\mathcal{G}}_{t}=\sigma\left(\tilde{X}_{u}, \tilde{\Theta}_{u+1}, \tilde{C}_{u}, \tilde{S}_{u}: u \leq t\right)$.
Define $P^{j}$ on $\tilde{\Omega}$ :

- Under $P^{j},\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}\right) \sim P^{*}$;
- Conditional on $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}\right)$, law of $\tilde{S}$ is $\kappa^{j}\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j} ; \cdot\right)$;
- Conditional on $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}, \tilde{S}\right)$, the $\tilde{\theta}^{i}, \tilde{c}^{i}, i \neq j$ are chosen independently subject to the constraints $\sum \tilde{\theta}_{t}^{i}=1, \sum \tilde{c}_{t}^{i}=\delta_{t}$.

Then:

- $P^{j}$-distribution of $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}, \tilde{S}\right)$ is the $P$-distribution of $\left(X, \bar{\theta}^{j}, \bar{c}^{j}, \bar{S}\right)$;


## Step 2: Transferring the Iaw to the DB probability space.

- Let $\kappa^{j}$ be a RCD for $\bar{S}$ given $\left(X, \bar{\theta}^{j}, \bar{c}^{j}\right)$.
- Take $\Omega_{0}=$ path space of $(X, \Theta, C)$; take $P^{*}=\mathcal{L}(X, \bar{\Theta}, \bar{C})$.
- Expand to $\tilde{\Omega} \equiv \Omega_{0} \times \mathbb{R}^{T+1}$, and set ( $\tilde{\omega}=(\omega, s), \omega \in \Omega_{0}$ )

$$
\tilde{X}(\tilde{\omega})=X(\omega), \quad \tilde{\Theta}(\tilde{\omega})=\Theta(\omega), \quad \tilde{C}(\tilde{\omega})=C(\omega), \quad \tilde{S}_{t}(\tilde{\omega})=s_{t}
$$

where $s=\left(s_{0}, \ldots, s_{T}\right) \in \mathbb{R}^{T+1} . \quad$ Set $\tilde{\mathcal{G}}_{t}=\sigma\left(\tilde{X}_{u}, \tilde{\Theta}_{u+1}, \tilde{C}_{u}, \tilde{S}_{u}: u \leq t\right)$.
Define $P^{j}$ on $\tilde{\Omega}$ :

- Under $P^{j},\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}\right) \sim P^{*}$;
- Conditional on $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}\right)$, law of $\tilde{S}$ is $\kappa^{j}\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j} ; \cdot\right)$;
- Conditional on $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}, \tilde{S}\right)$, the $\tilde{\theta}^{i}, \tilde{c}^{i}, i \neq j$ are chosen independently subject to the constraints $\sum \tilde{\theta}_{t}^{i}=1, \sum \tilde{c}_{t}^{i}=\delta_{t}$.

Then:

- $P^{j}$-distribution of $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}, \tilde{S}\right)$ is the $P$-distribution of $\left(X, \bar{\theta}^{j}, \bar{c}^{j}, \bar{S}\right)$;
- $\tilde{\theta}^{j}$ is $\tilde{\mathcal{G}}$-previsible;


## Step 2: Transferring the Iaw to the DB probability space.

- Let $\kappa^{j}$ be a RCD for $\bar{S}$ given $\left(X, \bar{\theta}^{j}, \bar{c}^{j}\right)$.
- Take $\Omega_{0}=$ path space of $(X, \Theta, C)$; take $P^{*}=\mathcal{L}(X, \bar{\Theta}, \bar{C})$.
- Expand to $\tilde{\Omega} \equiv \Omega_{0} \times \mathbb{R}^{T+1}$, and set $\left(\tilde{\omega}=(\omega, s), \omega \in \Omega_{0}\right)$

$$
\tilde{X}(\tilde{\omega})=X(\omega), \quad \tilde{\Theta}(\tilde{\omega})=\Theta(\omega), \quad \tilde{C}(\tilde{\omega})=C(\omega), \quad \tilde{S}_{t}(\tilde{\omega})=s_{t}
$$

where $s=\left(s_{0}, \ldots, s_{T}\right) \in \mathbb{R}^{T+1} . \quad$ Set $\tilde{\mathcal{G}}_{t}=\sigma\left(\tilde{X}_{u}, \tilde{\Theta}_{u+1}, \tilde{C}_{u}, \tilde{S}_{u}: u \leq t\right)$.
Define $P^{j}$ on $\tilde{\Omega}$ :

- Under $P^{j},\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}\right) \sim P^{*}$;
- Conditional on $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}\right)$, law of $\tilde{S}$ is $\kappa^{j}\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j} ; \cdot\right)$;
- Conditional on $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}, \tilde{S}\right)$, the $\tilde{\theta}^{i}, \tilde{c}^{i}, i \neq j$ are chosen independently subject to the constraints $\sum \tilde{\theta}_{t}^{i}=1, \sum \tilde{c}_{t}^{i}=\delta_{t}$.

Then:

- $P^{j}$-distribution of $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}, \tilde{S}\right)$ is the $P$-distribution of $\left(X, \bar{\theta}^{j}, \bar{c}^{j}, \bar{S}\right)$;
- $\tilde{\theta}^{j}$ is $\tilde{\mathcal{G}}$-previsible;
- $\tilde{\theta}_{t}^{j}\left(\tilde{S}_{t}+\tilde{\delta}_{t}\right)=\tilde{\theta}_{t+1}^{j} \tilde{S}_{t}+\tilde{c}_{t}^{j} \quad$ almost-surely $P^{j}$.

Step 3: Extending the conditional expectation.

Step 3: Extending the conditional expectation.
Now define $\tilde{\mathcal{F}}_{t}^{j}=\sigma\left(\tilde{X}_{u}, \tilde{S}_{u}, \tilde{\theta}_{u+1}^{j}, \tilde{c}_{u}^{j}: u \leq t\right)$, and $\tilde{\lambda}_{t}^{j} \equiv U_{j}^{\prime}\left(t, \tilde{c}_{t}^{j}\right)$.

Step 3: Extending the conditional expectation.
Now define $\tilde{\mathcal{F}}_{t}^{j}=\sigma\left(\tilde{X}_{u}, \tilde{S}_{u}, \tilde{\theta}_{u+1}^{j}, \tilde{c}_{u}^{j}: u \leq t\right)$, and $\tilde{\lambda}_{t}^{j} \equiv U_{j}^{\prime}\left(t, \tilde{c}_{t}^{j}\right)$. Then we must have

$$
\tilde{\lambda}_{t}^{j} \tilde{S}_{t}=E^{j}\left[\tilde{\lambda}_{t+1}^{j}\left(\tilde{S}_{t+1}+\tilde{\delta}_{t+1}\right) \mid \tilde{\mathcal{F}}_{t}^{j}\right]
$$

## Step 3: Extending the conditional expectation.

Now define $\tilde{\mathcal{F}}_{t}^{j}=\sigma\left(\tilde{X}_{u}, \tilde{S}_{u}, \tilde{\theta}_{u+1}^{j}, \tilde{c}_{u}^{j}: u \leq t\right)$, and $\tilde{\lambda}_{t}^{j} \equiv U_{j}^{\prime}\left(t, \tilde{c}_{t}^{j}\right)$. Then we must have

$$
\tilde{\lambda}_{t}^{j} \tilde{S}_{t}=E^{j}\left[\tilde{\lambda}_{t+1}^{j}\left(\tilde{S}_{t+1}+\tilde{\delta}_{t+1}\right) \mid \tilde{\mathcal{F}}_{t}^{j}\right]
$$

because the conditional expedition is determined by the joint law of the conditional and conditioning variables,

## Step 3: Extending the conditional expectation.

Now define $\tilde{\mathcal{F}}_{t}^{j}=\sigma\left(\tilde{X}_{u}, \tilde{S}_{u}, \tilde{\theta}_{u+1}^{j}, \tilde{c}_{u}^{j}: u \leq t\right)$, and $\tilde{\lambda}_{t}^{j} \equiv U_{j}^{\prime}\left(t, \tilde{c}_{t}^{j}\right)$. Then we must have

$$
\tilde{\lambda}_{t}^{j} \tilde{S}_{t}=E^{j}\left[\tilde{\lambda}_{t+1}^{j}\left(\tilde{S}_{t+1}+\tilde{\delta}_{t+1}\right) \mid \tilde{\mathcal{F}}_{t}^{j}\right]
$$

because the conditional expedition is determined by the joint law of the conditional and conditioning variables, and $P^{j}$-distribution of $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}, \tilde{S}\right)$ is same as the $P$-distribution of $\left(X, \bar{\theta}^{j}, \bar{c}^{j}, \bar{S}\right)$ !

## Step 3: Extending the conditional expectation.

Now define $\tilde{\mathcal{F}}_{t}^{j}=\sigma\left(\tilde{X}_{u}, \tilde{S}_{u}, \tilde{\theta}_{u+1}^{j}, \tilde{c}_{u}^{j}: u \leq t\right)$, and $\tilde{\lambda}_{t}^{j} \equiv U_{j}^{\prime}\left(t, \tilde{c}_{t}^{j}\right)$. Then we must have

$$
\tilde{\lambda}_{t}^{j} \tilde{S}_{t}=E^{j}\left[\tilde{\lambda}_{t+1}^{j}\left(\tilde{S}_{t+1}+\tilde{\delta}_{t+1}\right) \mid \tilde{\mathcal{F}}_{t}^{j}\right]
$$

because the conditional expedition is determined by the joint law of the conditional and conditioning variables, and $P^{j}$-distribution of $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}, \tilde{S}\right)$ is same as the $P$-distribution of $\left(X, \bar{\theta}^{j}, \bar{c}^{j}, \bar{S}\right)$ !

Now claim

$$
\tilde{\lambda}_{t}^{j} \tilde{S}_{t}=E^{j}\left[\tilde{\lambda}_{t+1}^{j}\left(\tilde{S}_{t+1}+\tilde{\delta}_{t+1}\right) \mid \tilde{\mathcal{G}}_{t}\right]
$$

## Step 3: Extending the conditional expectation.

Now define $\tilde{\mathcal{F}}_{t}^{j}=\sigma\left(\tilde{X}_{u}, \tilde{S}_{u}, \tilde{\theta}_{u+1}^{j}, \tilde{c}_{u}^{j}: u \leq t\right)$, and $\tilde{\lambda}_{t}^{j} \equiv U_{j}^{\prime}\left(t, \tilde{c}_{t}^{j}\right)$. Then we must have

$$
\tilde{\lambda}_{t}^{j} \tilde{S}_{t}=E^{j}\left[\tilde{\lambda}_{t+1}^{j}\left(\tilde{S}_{t+1}+\tilde{\delta}_{t+1}\right) \mid \tilde{\mathcal{F}}_{t}^{j}\right]
$$

because the conditional expedition is determined by the joint law of the conditional and conditioning variables, and $P^{j}$-distribution of $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}, \tilde{S}\right)$ is same as the $P$-distribution of $\left(X, \bar{\theta}^{j}, \bar{c}^{j}, \bar{S}\right)$ !

Now claim

$$
\tilde{\lambda}_{t}^{j} \tilde{S}_{t}=E^{j}\left[\tilde{\lambda}_{t+1}^{j}\left(\tilde{S}_{t+1}+\tilde{\delta}_{t+1}\right) \mid \tilde{\mathcal{G}}_{t}\right]
$$

because $\tilde{\mathcal{G}}_{t}=\tilde{\mathcal{F}}_{t}^{j} \vee \mathcal{A}_{t}^{j}$, where $\mathcal{A}_{t}^{j}=\sigma\left(\tilde{c}_{u}^{i}, \tilde{\theta}_{u+1}^{i}: u \leq t, i \neq j\right)$ is independent of $\tilde{\mathcal{F}}_{t}^{j}$.

## Step 3: Extending the conditional expectation.

Now define $\tilde{\mathcal{F}}_{t}^{j}=\sigma\left(\tilde{X}_{u}, \tilde{S}_{u}, \tilde{\theta}_{u+1}^{j}, \tilde{c}_{u}^{j}: u \leq t\right)$, and $\tilde{\lambda}_{t}^{j} \equiv U_{j}^{\prime}\left(t, \tilde{c}_{t}^{j}\right)$. Then we must have

$$
\tilde{\lambda}_{t}^{j} \tilde{S}_{t}=E^{j}\left[\tilde{\lambda}_{t+1}^{j}\left(\tilde{S}_{t+1}+\tilde{\delta}_{t+1}\right) \mid \tilde{\mathcal{F}}_{t}^{j}\right]
$$

because the conditional expedition is determined by the joint law of the conditional and conditioning variables, and $P^{j}$-distribution of $\left(\tilde{X}, \tilde{\theta}^{j}, \tilde{c}^{j}, \tilde{S}\right)$ is same as the $P$-distribution of $\left(X, \bar{\theta}^{j}, \bar{c}^{j}, \bar{S}\right)$ !

Now claim

$$
\tilde{\lambda}_{t}^{j} \tilde{S}_{t}=E^{j}\left[\tilde{\lambda}_{t+1}^{j}\left(\tilde{S}_{t+1}+\tilde{\delta}_{t+1}\right) \mid \tilde{\mathcal{G}}_{t}\right]
$$

because $\tilde{\mathcal{G}}_{t}=\tilde{\mathcal{F}}_{t}^{j} \vee \mathcal{A}_{t}^{j}$, where $\mathcal{A}_{t}^{j}=\sigma\left(\tilde{c}_{u}^{i}, \tilde{\theta}_{u+1}^{i}: u \leq t, i \neq j\right)$ is independent of $\tilde{\mathcal{F}}_{t}^{j}$.

Uses:
Proposition. If $X$ is an integrable random variable, if $\mathcal{G}$ and $\mathcal{A}$ are two sub- $\sigma$-fields of $\mathcal{F}$ such that $\mathcal{A}$ is independent of $X$ and $\mathcal{G}$, then

$$
E[X \mid \mathcal{G}]=E[X \mid \mathcal{G} \vee \mathcal{A}] \quad \text { a.s.. }
$$
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Then

$$
\begin{aligned}
E^{j} \sum_{t=0}^{T} U_{j}\left(t, c_{t}\right) & \leq E^{j} \sum_{t=0}^{T}\left[U_{j}\left(t, \tilde{c}_{t}^{j}\right)+\tilde{\lambda}_{t}^{j}\left(c_{t}-\tilde{c}_{t}^{j}\right)\right] \\
& =E^{j} \sum_{t=0}^{T}\left[U_{j}\left(t, \tilde{c}_{t}^{j}\right)+\tilde{\lambda}_{t}^{j}\left\{\left(\theta_{t}-\tilde{\theta}_{t}^{j}\right)\left(\tilde{S}_{t}+\tilde{\delta}_{t}\right)-\left(\theta_{t+1}-\tilde{\theta}_{t+1}^{j}\right) \tilde{S}_{t}\right\}\right] \\
& =E^{j} \sum_{t=0}^{T} U_{j}\left(t, \tilde{c}_{t}^{j}\right)+E^{j} \sum_{t=1}^{T}\left(\theta_{t}-\tilde{\theta}_{t}^{j}\right)\left\{\tilde{\lambda}_{t}^{j}\left(\tilde{S}_{t}+\tilde{\delta}_{t}\right)-\tilde{\lambda}_{t-1}^{j} \tilde{S}_{t-1}\right\} \\
& =E^{j} \sum_{t=0}^{T} U_{j}\left(t, \tilde{c}_{t}^{j}\right)
\end{aligned}
$$
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