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#### Abstract

In the style of Rogers (2001), we give a unified method for finding the dual problem in a given model by stating the problem as an unconstrained Lagrangian problem. In a theoretical part we prove our main theorem, Theorem 1, that shows that under a number of conditions the value of the dual and primal problems are equal. The theoretical setting is sufficiently general to be applied to a large number of examples including models with transaction costs, such as Cvitanic \& Karatzas (1996) (which could not be covered by the setting in Rogers (2001)). To apply the general result one has to verify the assumptions of Theorem 1 for each concrete example. We show how the method applies for two examples, first Cuoco \& Liu (1992) and second Cvitanic \& Karatzas (1996).


## 1 Introduction.

In recent years, there has been a great deal of interest in portfolio optimisation problems of various kinds. The problems are outgrowths of the classical optimal investment/consumption problem dealt with in various forms by Merton (1969), Cox \& Huang (1989), Karatzas, Lehoczky \& Shreve (1987), and deal with a range of issues where the portfolio may be restricted in some way (Cvitanic \& Karatzas (1992), Cuoco \& Liu (1998) Xu \& Shreve (1992) ), or where the objective may be to super-replicate some contingent claim while observing a portfolio constraint, for example, that the holding of the money-market account should never be below some fixed value. See Cvitanic \& Karatzas (1993), Cvitanic \& Karatzas (1996), Karatzas \& Kou (1996) for such papers. We should also mention the work of El Karoui \& Quenez (1995) on pricing in incomplete markets.

A common theme of all these papers is to take the original problem, which involves a maximisation over a class of policies, and restate it in terms of the 'dual' problem, which involves a minimisation over some family of measures. Now in

[^0]most of these examples, it turns out that by stating the problem as a suitable unconstrained Lagrangian problem, the 'dual' problem does indeed turn out to be as given in the paper, though there is no explicit appeal to the Lagrangian method in any of the papers under consideration.

Rogers (2001) presented a unified methodology for deriving the dual problem from the primal, which works in an almost mechanical way on a vast number of examples. The essence of the methodology is to view the stochastic dynamics of the controlled system as constraints, just as in the Pontryagin approach, compare also Bismut (1973), (1975). Introducing a Lagrangian semimartingale, the constraint is absorbed into the Lagrangian form of the problem, converting the left-hand-side by integration by parts, and then an unconstrained maximisation is performed over the variables of the problem (in many typical examples, these would be the consumption rate $c_{t}$ and the wealth process $X_{t}$ ). Since this maximisation is typically achieved by maximising individually for each $t$ in the time set, it is usually easy to do in closed form, and the resulting dual problem, of minimising over the dual variables, is the dual problem we seek. This approach illuminates the origins of the dual problems, which previously have seemed to arise as the result of some computations starting from the solution.

Having found the dual problem, it remains to prove that the values of the dual and the primal problems are indeed equal, and this is typically where the hard work lies. A general theorem is presented in Rogers (2001) which covers many of the one-dimensional examples from the literature ${ }^{4}$.

However, the example Cvitanic \& Karatzas $(1996)^{5}$ shows that a formulation broad enough to embrace problems with transaction costs has to consider vectorvalued asset processes; it is not sufficient to consider the aggregate wealth of the investor. In the present paper we close this gap and formulate a setting general enough to cover the transaction costs example of Cvitanic \& Karatzas (1996) as well as all problems that were already covered by Rogers (2001). The method is sufficiently general not only to cover the two-dimensional example of Cvitanic \& Karatzas (including one stock and one bond) but that it could cover also models with transaction costs with $d$ assets, for example Kabanov \& Last (2002) and with utility Deelstra, Pham \& Touzi (2001). However, one has to verify the conditions of Chapter 3 for each problem and in particular condition (XY) can be quite a challenge. Moreover the method cannot only be applied for diffusion models but for general semimartingale models, compare for instance Rogers (2001), Example 3: Kramkov \& Schachermayer (1999).

In the present paper we illustrate the methodology of finding the dual problem

[^1]in full detail for the example Cvitanic \& Karatzas (1996). We also present the example Cuoco \& Liu (2000) but will refer to Rogers (2001) for details which were already presented there. We will verify for these two examples the conditions that are necessary for our main result, Theorem 1 below. Theorem 1 proves that under certain conditions, the value of the primal problem, expressed as a supremum over some set, is equal to the value of the dual problem, expressed as an infimum over some other set. We emphasise that the Theorem does not say that the supremum in the primal problem is attained in the set, because such a result is not true in general without further conditions, and is typically very deep: see the paper of Kramkov \& Schachermayer (1999). A further condition on the utility is needed in general to deduce that the value of the primal problem is attained. The result presented here is at its heart an application of the Minimax Theorem; the argument owes a lot to the argument of Kramkov \& Schachermayer (1999) but also needs a certain amount of careful convex analysis.

## 2 Two examples and their dual formulation

Throughout the paper we use $x \cdot y$ to denote the scalar product of two vectors.

### 2.1 Example 1: Cuoco-Liu (2000)

The paper of Cuoco \& Liu (2000) presents a constrained optimisation problem. The formulation is sufficiently general to include as special cases the problems considered in Cvitanic \& Karatzas (1992, 1993), El Karoui, Peng \& Quenez (1997) and Cuoco \& Cvitanic (1998).

The problem. In an economy with finite time horizon $T>0, n$ risky assets $S^{1}, \ldots, S^{n}$, and a single riskless asset, the wealth process $\left(X_{t}\right)_{0 \leq t \leq T}$ of an agent satisfies the dynamics

$$
\begin{equation*}
d X_{t}=X_{t}\left[r_{t} d t+\pi_{t} \cdot\left\{\sigma_{t} d W_{t}+\left(b_{t}-r_{t} \mathbf{1}\right) d t\right\}+g\left(t, \pi_{t}\right) d t\right]-c_{t} d t, \quad X_{0}=x \tag{1}
\end{equation*}
$$

where the various processes have conventional interpretations: $r$ is the riskless rate of return, $W$ is an $n$-dimensional Brownian motion, $b$ is the $n$-dimensional rate-of-return process, related to the risky assets by

$$
d S_{t}^{i}=S_{t}^{i}\left(\sigma_{t}^{i} d W_{t}^{i}+b_{t}^{i} d t\right), \quad i=1, \ldots, n,
$$

$\pi$ is the $n$-dimensional portfolio proportions process, and the adapted process $c$ is the rate of consumption. The symbol 1 denotes the $n$-vector all of whose components are 1 , and the initial wealth $x_{0}$ is given.

The dynamics (1) are completely conventional, apart from the term involving $g$, which introduces non-linearity in the following way. We require that the function $g:[0, T] \times \mathbb{R}^{n} \times \Omega \rightarrow(-\infty, \infty)$ satisfies the conditions
(i) for each $x \in \mathbb{R}^{n},(t, \omega) \mapsto g(t, x, \omega)$ is an optional process;
(ii) for each $t \in[0, T]$ and $\omega \in \Omega, x \mapsto g(t, x, \omega)$ is concave and upper semicontinuous.
(iii) $g(t, 0, \omega)=0$ for all $t \in[0, T]$ and $\omega \in \Omega$.

As in Cuoco-Liu we make the following boundedness assumptions:
Assumption (B): $b, r, \Sigma \equiv \sigma \sigma^{T}, \Sigma^{-1}$ are all bounded processes, and there is a uniform Lipschitz bound on $g$ : for some $\gamma<\infty$,

$$
|g(t, x, \omega)-g(t, y, \omega)| \leq \gamma|x-y|
$$

for all $x, y, t$ and $\omega$.

We shall habitually omit the third argument from appearances of $g$. The agent is free to choose a portfolio proportions process $\pi$ and a consumption process $c$ with the aim of maximising the objective

$$
\begin{equation*}
E\left[\int_{0}^{T} U\left(s, c_{s}\right) d s+U\left(T, X_{T}\right)\right] \tag{2}
\end{equation*}
$$

where we assume that for every $t \in[0, T]$ the map $c \mapsto U(t, c)$ is strictly increasing, strictly concave, and satisfies the Inada conditions ${ }^{6}$. This last assumption means that the utility of negative wealth must be $-\infty$, so only non-negative wealth processes $X$ and consumption processes $c$ are admissible. We shall sometimes write $U_{t}(c)$ for $U(t, c)$.

The first step: identifying the dual problem. As was explained in the introduction, we now regard the dynamics (1) as a constraint to be satisfied by $X, \pi$, and $c$, and introduce the Lagrangian semimartingale $Y$ satisfying

$$
\begin{equation*}
d Y_{t}=Y_{t}\left\{\alpha_{t} \cdot \sigma_{t} d W_{t}+\beta_{t} d t\right\} \tag{3}
\end{equation*}
$$

where the previsible processes $\alpha$ and $\beta$ are to be determined. Then two different expressions for $\int Y d X$ have to be developed, one by integration by parts, the second by using the dynamics of $X$. Then state the Lagrangian and so on (compare also the detailed derivation in Example 2). We refer to Rogers (2001),

[^2]Exercise 4, for the explicit derivation of the dual problem. It is shown there that the dual problem is

$$
\begin{equation*}
\inf _{Y} E\left[\int_{0}^{T} V\left(t, Y_{t}\right) d t+V\left(T, Y_{T}\right)+x \cdot Y_{0}\right] \tag{4}
\end{equation*}
$$

where the process $Y$ solves

$$
\begin{equation*}
Y_{t}^{-1} d Y_{t}=\Sigma_{t}^{-1}\left(r_{t} \mathbf{1}-b_{t}-\nu_{t}\right) \cdot \sigma_{t} d W_{t}-\left(r_{t}+\tilde{g}\left(t, \nu_{t}\right)\right) d t \tag{5}
\end{equation*}
$$

for some adapted process $\nu$ bounded by $\gamma$, and where $\tilde{g}(t, \cdot)$ is the convex dual of $g(t, \cdot)$. This is exactly ${ }^{7}$ the dual problem of Cuoco \& Liu (2000), Section 4.

### 2.2 Example 2: Cvitanic \& Karatzas (1996)

The problem. This is a simple example incorporating transaction costs. The financial market consists of one riskless asset, the bank account or bond, with price $B_{t}$ given by

$$
d B_{t}=B_{t} r_{t} d t, \quad B_{0}=1
$$

and of one risky asset, the stock, with price per share $S_{t}$ given by

$$
d S_{t}=S_{t}\left[\rho_{t} d t+\sigma_{t} d W_{t}\right]
$$

for simplicity let $S_{0}=1 . T$ is the time horizon and $\left(W_{t}\right)_{t \in[0, T]}$ is a standard Brownian motion. The processes $\sigma, \rho, \sigma^{-1}, r$ are assumed to be uniformly bounded.

A trading strategy is a pair $(L, M)$ of adapted processes with right continuous, increasing paths and $L(0)=M(0)=0$, where $L_{t}$ represents the total amount of funds transferred from bank account to stock, $M_{t}$ the total amounts transferred from stock to bank account. Given proportional transaction costs $0<\delta, \varepsilon<1$ for such transfers and initial holdings $x^{0}, x^{1}$ in bank and stock, the holdings $X_{t}^{0}$ of cash and the holdings $X_{t}^{1}$ of the share at time $t$ satisfy the dynamics

$$
\begin{align*}
d X_{t}^{0} & =r_{t} X_{t}^{0} d t+(1-\varepsilon) d M_{t}-(1+\delta) d L_{t}-c_{t} d t \\
d X_{t}^{1} & =X_{t}^{1}\left(\sigma_{t} d W_{t}+\rho_{t} d t\right)-d M_{t}+d L_{t} . \tag{6}
\end{align*}
$$

The consumption out of the cash holdings is at rate $c_{t} \geq 0$. Trading strategies $L$ and $M$ and consumption $c$ are to be chosen such that the processes $X_{t}^{0}$ and $X_{t}^{1}$ satisfy the solvency conditions

$$
\begin{equation*}
X_{t}^{0}+(1-\varepsilon) X_{t}^{1} \geq 0, \quad X_{t}^{0}+(1+\delta) X_{t}^{1} \geq 0 \quad \forall t \tag{7}
\end{equation*}
$$

[^3]The set of points $C=\left\{\left(x^{0}, x^{1}\right): x^{0}+(1-\varepsilon) x^{1} \geq 0, x^{0}+(1+\delta) x^{1} \geq 0\right\}$ defines a closed convex cone in $\mathbb{R}^{2}$.

Suppose the objective is to obtain

$$
\begin{equation*}
\sup E\left[\int_{0}^{T} U\left(s, c_{s}\right) d s+u\left(X_{T}\right)\right] \tag{8}
\end{equation*}
$$

for some concave utility functions $u: C \rightarrow \mathbb{R}$ and $U(t,):. \mathbb{R}^{+} \rightarrow \mathbb{R}$ which are assumed to be strictly increasing in the relevant order.

Step 1: identifying the dual problem. We regard the dynamics (6) as a constraint to be satisfied by $X^{0}, X^{1}, L, M, c$ and introduce Lagrangian semimartingales $Y^{0}$ and $Y^{1}$ satisfying

$$
\begin{align*}
d Y_{t}^{0} & =Y_{t}^{0}\left(\alpha_{t} d W_{t}+\beta_{t} d t\right) \\
d Y_{t}^{1} & =Y_{t}^{1}\left(a_{t} d W_{t}+b_{t} d t\right), \tag{9}
\end{align*}
$$

where $\alpha, \beta, a$ and $b$ are to be determined.
We develop two different expressions for $\int Y^{0} d X^{0}+\int Y^{1} d X^{1}$, firstly by an application of the integration by parts formula, (see, for example, Rogers \& Williams (2000), Theorem VI.38.3) and the expression (9) for $Y$ :

$$
\begin{align*}
\int_{0}^{T} Y_{t} \cdot d X_{t}= & Y_{T} \cdot X_{T}-Y_{0} \cdot X_{0}-\int_{0}^{T} X_{t^{-}} \cdot d Y_{t}-\left[X^{1}, Y^{1}\right]_{T} \\
= & Y_{T} \cdot X_{T}-Y_{0} \cdot X_{0}-\int_{0}^{T} X_{t^{-}}^{0} Y_{t}^{0}\left\{\alpha_{t} d W_{t}+\beta_{t} d t\right\} \\
& \quad-\int_{0}^{T} X_{t^{-}}^{1} Y_{t}^{1}\left\{a_{t} d W_{t}+b_{t} d t\right\}-\int_{0}^{T} X_{t}^{1} Y_{t}^{1} \sigma_{t} a_{t} d t \\
\doteq & Y_{T} \cdot X_{T}-Y_{0} \cdot X_{0}-\int_{0}^{T} X_{t}^{0} Y_{t}^{0} \beta_{t} d t-\int_{0}^{T} X_{t}^{1} Y_{t}^{1}\left\{b_{t}+\sigma_{t} a_{t}\right\} d t(10) \tag{10}
\end{align*}
$$

The symbol $\doteq$ signifies that the two sides of the equation differ by a local martingale vanishing at zero. Secondly we use the dynamics of $X(6)$ :

$$
\begin{aligned}
& \int_{0}^{T} Y_{t}^{0} d X_{t}^{0}+\int_{0}^{T} Y_{t}^{1} d X_{t}^{1} \\
= & \int_{0}^{T} Y_{t}^{0} X_{t}^{0} r_{t} d t+\int_{0}^{T} Y_{t}^{0}\left\{(1-\varepsilon) d M_{t}-(1+\delta) d L_{t}-c_{t} d t\right\} \\
& +\int_{0}^{T} Y_{t}^{1} X_{t^{-}}^{1}\left\{\sigma_{t} d W_{t}+\rho_{t} d t\right\}+\int_{0}^{T} Y_{t}^{1}\left\{d L_{t}-d M_{t}\right\} \\
\doteq & \int_{0}^{T} Y_{t}^{0}\left\{X_{t}^{0} r_{t}-c_{t}\right\} d t+\int_{0}^{T} Y_{t}^{1} X_{t}^{1} \rho_{t} d t
\end{aligned}
$$

$$
\begin{equation*}
+\int_{0}^{T}\left\{(1-\varepsilon) Y_{t}^{0}-Y_{t}^{1}\right\} d M_{t}+\int_{0}^{T}\left\{Y_{t}^{1}-(1+\delta) Y_{t}^{0}\right\} d L_{t} \tag{11}
\end{equation*}
$$

If ( $X^{0}, X^{1}, M, L, c$ ) satisfy the constraints implicit in the dynamics (6), then the two expressions (10) and (11) must agree, so for any such feasible tuple the value of the objective (8) will be the same as the value of the Lagrangian

$$
\begin{align*}
\Lambda \equiv & \sup E\left[\int_{0}^{T} U\left(t, c_{t}\right) d t+u\left(X_{T}^{0}, X_{T}^{1}\right)\right. \\
& +\int_{0}^{T}\left\{r_{t} X_{t}^{0}-c_{t} Y_{t}^{0}\right\} d t-X_{T}^{0} Y_{T}^{0}+X_{0}^{0} Y_{0}^{0}+\int_{0}^{T} X_{t}^{0} Y_{t}^{0} \beta_{t} d t \\
& +\int \rho_{t} X_{t}^{1} Y_{t}^{1} d t-X_{T}^{1} Y_{T}^{1}+X_{0}^{1} Y_{0}^{1}+\int_{0}^{T} X_{t}^{1} Y_{t}^{1}\left\{b_{t}+\sigma_{t} a_{t}\right\} d t \\
& \left.+\int_{0}^{T}\left\{(1-\varepsilon) Y_{t}^{0}-Y_{t}^{1}\right\} d M_{t}+\int_{0}^{T}\left\{Y_{t}^{1}-(1+\delta) Y_{t}^{0}\right\} d L_{t}\right] \tag{12}
\end{align*}
$$

To arrive at this, we have assumed that the means of all stochastic integrals with respect to $W$ will vanish. This needs justification, but recall that the justification will come at the second step; in the first step, we are simply identifying the dual problem which the second step will prove is the dual problem.

We now simply maximise (12) over admissible ( $X^{0}, X^{1}, M, L, c$ ), which is very easy. Maximising over increasing $M$ and $L$, we see that we must have the dual feasibility conditions

$$
\begin{equation*}
(1-\varepsilon) Y_{t}^{0} \leq Y_{t}^{1} \leq(1+\delta) Y_{t}^{0} \tag{13}
\end{equation*}
$$

and the maximised value of the integrals $d M$ and $d L$ will be zero. The maximisation over $c$ and over $\left(X_{T}^{0}, X_{T}^{1}\right)$ is straightforward and transforms the Lagrangian to

$$
\begin{aligned}
\Lambda=\sup E & {\left[\int_{0}^{T} V\left(t, Y_{t}^{0}\right) d t+v\left(Y_{T}\right)+X_{0} \cdot Y_{0}\right.} \\
& \left.+\int_{0}^{T} X_{t}^{0} Y_{t}^{0}\left(r_{t}+\beta_{t}\right) d t+\int_{0}^{T} X_{t}^{1} Y_{t}^{1}\left(\rho_{t}+b_{t}+\sigma_{t} a_{t}\right)\right]
\end{aligned}
$$

where $V(t, z)=V_{t}(z)=\sup _{x}\{U(t, x)-x z\}$ and $\left.v(y)=\sup _{\left(x^{0}, x^{1}\right)}\left\{u\left(x^{0}, x^{1}\right)-x \cdot y\right)\right\}$ are the convex dual functions of $U_{t}$ and $u$, respectively.
Maximising over $X^{0}$ and $X^{1}$ yields the dual feasibility conditions

$$
\begin{align*}
\beta_{t}+r_{t} & \leq 0  \tag{14}\\
b_{t}+\sigma_{t} a_{t}+\rho_{t} & \leq 0 \tag{15}
\end{align*}
$$

with the final form of the Lagrangian as

$$
E\left[\int_{0}^{T} V\left(t, Y_{t}^{0}\right) d t+v\left(Y_{T}\right)+X_{0} \cdot Y_{0}\right]
$$

A monotonicity argument shows that in trying to minimise this over multipliers $\left(Y^{0}, Y^{1}\right)$ we would have the two dual-feasibility conditions (14) and (15) satisfied with equality and these processes correspond to the processes $Z^{0}$ and $Z^{1}$ of Cvitanic \& Karatzas(1996) via $Z_{t}^{0}=B_{t} Y_{t}^{0}$ and $Z_{t}^{1}=S_{t} Y_{t}^{1}$.

So we believe that the dual problem must be

$$
\inf _{Y} E\left[\int_{0}^{T} V\left(t, Y_{t}^{0}\right) d t+v\left(Y_{T}\right)+X_{0} \cdot Y_{0}\right]
$$

where $Y$ satisfies the dual feasibility conditions (13) and has the dynamics

$$
\begin{aligned}
d Y_{t}^{0} & =Y_{t}^{0}\left(\alpha_{t} d W_{t}-r_{t} d t\right) \\
d Y_{t}^{1} & =Y_{t}^{1}\left(a_{t} d W_{t}-\left(\rho_{t}+\sigma_{t} a_{t}\right) d t\right) .
\end{aligned}
$$

## 3 The general formulation.

We shall present here a general formulation which applies to a wide range of examples from the literature, in particular to Example 1 and 2 above. The multidimensional version is needed for examples with transaction costs, see for instance Example 2. The formulation is sufficiently general for examples in higher dimension than Example 2 (where the dimension is 2). It could in particular be applied to the transaction costs setting of Kabanov \& Last (2002) or rather Deelstra, Pham \& Touzi (2001) where the utility comes in. However the verification of the conditions which are given below have to be done for each example and in particular condition (XY) is typically the most difficult.

We give the following general model. Suppose we have some finite measure space $(S, \mathcal{S}, \mu)$ and a closed convex cone $C$ in $\mathbb{R}^{d}$, with dual cone $C^{*} \equiv\left\{y \in \mathbb{R}^{d}: x \cdot y \geq\right.$ $0 \forall x \in C\}$, both of which we shall assume have non-empty interior. The cone $C$ induces an order on $\mathbb{R}^{d}$, defined by

$$
\begin{equation*}
x \preceq y \Leftrightarrow y-x \in C . \tag{16}
\end{equation*}
$$

We introduce the notation

$$
L_{C}^{0}(S, \mathcal{S}, \mu) \equiv\{f: S \rightarrow C \mid f \text { is } \mathcal{S} \text {-measurable }\}
$$

usually to be abbreviated to $L_{C}^{0}$. Clearly, $L_{C}^{0}$ is a convex cone, closed in the $L^{0}$ topology. We shall suppose that for each $x \in C$ we have a convex subset $\mathcal{X}(x)$ of $L_{C}^{0}$, with the properties
(X1) $\quad \mathcal{X}(x)$ is convex;
(X2) $\quad \mathcal{X}(\lambda x)=\lambda \mathcal{X}(x)$ for all $\lambda>0$;
(X3) if $g \in L_{C}^{0}$ and $g \preceq f$ for some $f \in \mathcal{X}(x)$, then $g \in \mathcal{X}(x)$ also;
(X4) for some $x_{0} \in \operatorname{int}(C)$ the constant function $f: s \mapsto x_{0}$ is in $\mathcal{X}$,
where we have used the notation

$$
\begin{equation*}
\mathcal{X} \equiv \bigcup_{x \in C} \mathcal{X}(x) . \tag{17}
\end{equation*}
$$

in stating (X4). The set $\mathcal{X}$ is not necessarily convex. Notice that because $x_{0} \in$ $\operatorname{int}(C)$, for any $n$ there is $\lambda_{n}>0$ so large that

$$
\begin{equation*}
\lambda_{n} x_{0}-B_{n} \subseteq C, \tag{18}
\end{equation*}
$$

where $B_{n} \equiv\left\{z \in \mathbb{R}^{d}:\|z\|_{\infty} \leq n\right\}$. In other terms,

$$
\begin{equation*}
B_{n} \preceq \lambda_{n} x_{0}, \quad \text { equivalently, } \quad B_{n} \subseteq \lambda_{n} x_{0}-C, \tag{19}
\end{equation*}
$$

so that by (X3), any function taking values in $B_{n} \cap C$ is in $\mathcal{X}$; in particular, constant functions are in $\mathcal{X}$. Notice also the useful property

$$
\begin{equation*}
x \in \operatorname{int}(C) \Rightarrow \exists \delta=\delta(x)>0 \text { such that } x \cdot y \geq \delta\|y\|_{\infty} \forall y \in C^{*} . \tag{20}
\end{equation*}
$$

For the dual part of the story, we need for each $y \in C^{*}$ a subset $\mathcal{Y}(y) \subseteq L_{C^{*}}^{0}$ with the property
(Y1) $\mathcal{Y}(y)$ is convex;
(Y2) for each $y \in C^{*}$, the set $\mathcal{Y}(y)$ is closed under convergence in $\mu$-measure.
Once again, the notation

$$
\begin{equation*}
\mathcal{Y} \equiv \bigcup_{y \in C^{*}} \mathcal{Y}(y) . \tag{21}
\end{equation*}
$$

will serve in future.
The primal and dual quantities are related by the key polarity property which we state as assumption (XY).
(XY) for all $f \in \mathcal{X}$ and $y \in C^{*}$

$$
\sup _{g \in \mathcal{Y}(y)} \int f \cdot g d \mu=\inf _{x \in \Psi(f)} x \cdot y
$$

where we have used the notation

$$
\Psi(f)=\{x \in C: f \in \mathcal{X}(x)\} .
$$

An immediate consequence of (XY) is the useful inequality

$$
\int f \cdot g d \mu \leq x \cdot y \quad f \in \mathcal{X}(x), g \in \mathcal{Y}(y)
$$

Finally, we shall need a utility function $U: S \times C \rightarrow \mathbb{R} \cup\{-\infty\}$ with the basic properties
(U1) $\quad s \mapsto U(s, x)$ is $\mathcal{S}$-measurable for all $x \in C$;
(U2) $\quad x \mapsto U(s, x)$ is concave, strictly $\preceq$-increasing, and finite-valued on $\operatorname{int}(C)$ for every $s \in \mathcal{S}$.

We shall without comment assume that the definition of $U$ has been extended to the whole of $S \times \mathbb{R}^{d}$ by setting $U(s, x)=-\infty$ if $x \notin C$.

Since we have not assumed that $U$ is differentiable, the gradient of $U$ may not be defined in places. However, the notion of the supergradient

$$
\partial U(s, x) \equiv\{z: U(s, y) \leq U(s, x)+z \cdot(y-x) \quad \forall y \in C\}
$$

stands in for the gradient (and reduces to it where the function is differentiable.) Because $U$ is finite-valued on $\operatorname{int}(C)$, the supergradient is non-empty there. Because $U$ is $\preceq$-increasing, it follows that $\partial U(s, x) \subseteq C^{*}$. We require the Inada-type conditions:
(U3) there exists a measurable map $\nabla U: S \times \operatorname{int}(C) \rightarrow \mathbb{R}^{d}$ such that $\nabla U(s, x) \in$ $\partial U(s, x)$ for all $s$ and $x \in \operatorname{int}(C)$, and such that

$$
\begin{equation*}
\nabla U\left(s, n x_{0}\right) \equiv \varepsilon_{n}(s) \rightarrow 0 \quad \mu-\text { a.e. } \tag{22}
\end{equation*}
$$

as $n \rightarrow \infty$, with

$$
\begin{equation*}
\sup _{n} \int\left|\varepsilon_{n}(s)\right| \mu(d s)<\infty \tag{23}
\end{equation*}
$$

(U4) there exists some $x_{*} \in \operatorname{int}(C)$ such that the concave function

$$
\underline{u}(\lambda) \equiv \inf _{s \in \mathcal{S}} U\left(s, \lambda x_{*}\right)
$$

is finite-valued on $(0, \infty)$ and satisfies the Inada condition

$$
\lim _{\lambda \downarrow 0} \frac{\partial \underline{u}}{\partial \lambda}=\infty ;
$$

Two more mild conditions are imposed:
(U5) there exists $\psi \in \mathcal{X}$, taking values in $\operatorname{int}(C)$, such that for all $\varepsilon \in(0,1)$

$$
\sup _{z \in C}|\nabla U(s, z+\varepsilon \psi(s))| \in L^{1}(S, \mathcal{S}, \mu)
$$

(U6) for each $s \in \mathcal{S}$,

$$
|U(s, x)| /|x| \rightarrow 0 \quad(|x| \rightarrow \infty)
$$

One last condition on the utility $U$ is needed, which is most naturally expressed in terms of the convex dual function

$$
\begin{equation*}
V(s, y) \equiv \sup _{x \in C}\{U(s, x)-x \cdot y\} \tag{24}
\end{equation*}
$$

which is evidently convex and $\preceq^{*}$-decreasing. Regularity of $V$ is assured by the following simple result, whose proof is deferred to the Appendix.

Proposition 1 For every $s \in \mathcal{S}$, for each $z \in \operatorname{int}\left(C^{*}\right)$ we have $V(s, z)<\infty$, and

$$
V(s, z)=\max _{x \in C}\{U(s, x)-x \cdot z\}
$$

The final condition on $U$ is this:
(U7) for each $s \in \mathcal{S},-\partial V(s, z)$ is $\preceq^{*}$-decreasing on $\operatorname{int}\left(C^{*}\right)$.
In more detail, this says that if $z \preceq^{*} z^{\prime}$ are two elements of $\operatorname{int}\left(C^{*}\right)$, and $x \in$ $-\partial V(s, z), x^{\prime} \in-\partial V\left(s, z^{\prime}\right)$, then $x^{\prime} \preceq x$.

In terms of $U$, we define the functions $u: C \rightarrow[-\infty, \infty)$ and $v: C^{*} \rightarrow(-\infty, \infty]$ by

$$
\begin{equation*}
u(x) \equiv \sup _{f \in \mathcal{X}(x)} \int U(s, f(s)) \mu(d s) \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
v(y) \equiv \inf _{g \in \mathcal{Y}(y)} \int V(s, g(s)) \mu(d s) \tag{26}
\end{equation*}
$$

To avoid vacuous statements, we make the following finiteness assumption:
(F) for some $f_{0} \in \mathcal{X}$ and $g_{0} \in \mathcal{Y}$ we have

$$
\begin{aligned}
\int U\left(s, f_{0}(s)\right) \mu(d s) & >-\infty \\
\int V\left(s, g_{0}(s)\right) \mu(d s) & <\infty
\end{aligned}
$$

Notice immediately one simple consequence of (F) and the assumption (XY): if $f \in \mathcal{X}(x)$ and $g \in \mathcal{Y}(y)$, then

$$
\begin{align*}
\int U(s, f(s)) \mu(d s) & \leq \int[U(s, f(s))-f(s) \cdot g(s)] \mu(d s)+x \cdot y \\
& \leq \int V(s, g(s)) \mu(d s)+x \cdot y \tag{27}
\end{align*}
$$

Taking $g=g_{0}$ in this inequality tells us that $u<\infty$, and taking $f=f_{0}$ tells us that $v>-\infty$.

Theorem 1 The functions $u$ and $v$ are dual:

$$
\begin{align*}
v(y) & =\sup _{x \in C}[u(x)-x \cdot y],  \tag{28}\\
u(x) & =\inf _{y \in C^{*}}[v(y)+x \cdot y] . \tag{29}
\end{align*}
$$

Proof. Firstly, notice that part of what we have to prove is very easy: indeed, using the inequality (27), by taking the supremum over $f \in \mathcal{X}(x)$ and the infimum over $g \in \mathcal{Y}(y)$ we have that

$$
\begin{equation*}
v(y) \geq u(x)-x \cdot y \tag{30}
\end{equation*}
$$

for any $x \in C$ and $y \in C^{*}$. The other inequality is considerably more difficult, and is an application of the Minimax Theorem.

Define the function $\Phi: \mathcal{X} \times \mathcal{Y} \rightarrow[-\infty, \infty)$ by

$$
\begin{equation*}
\Phi(f, g) \equiv \int[U(s, f(s))-f(s) \cdot g(s)] \mu(d s) \tag{31}
\end{equation*}
$$

and introduce the sets $A_{n} \subseteq C$ by

$$
A_{n} \equiv C \cap\left(n x_{0}-C\right)
$$

The sets $A_{n}$ are clearly increasing in $n$, closed and convex, and are bounded because $\operatorname{int}\left(C^{*}\right)$ is assumed non-empty. In view of (19), for any $n$ we shall have for all large enough $m$ that $B_{n} \cap C \subseteq A_{m}$.

We now introduce certain subsets of $L_{C}^{\infty}(S, \mathcal{S}, \mu)$ defined in terms of the sets $A_{n}$ : for each $n$ we define

$$
\begin{equation*}
\mathcal{B}_{n} \equiv\left\{f \in L_{C}^{\infty}(S, \mathcal{S}, \mu): f(s) \in A_{n} \forall s\right\} \tag{32}
\end{equation*}
$$

Then $\mathcal{B}_{n}$ is convex, and compact in the topology $\sigma\left(L^{\infty}, L^{1}\right)$. We need the following result.

Lemma 1 For each $y \in C^{*}$, for each $g \in \mathcal{Y}(y)$, the map $f \mapsto \Phi(f, g)$ is upper semicontinuous on $\mathcal{B}_{n}$ and is sup-compact: for all a

$$
\left\{f \in \mathcal{B}_{n}: \Phi(f, g) \geq a\right\} \quad \text { is } \sigma\left(L^{\infty}, L^{1}\right) \text {-compact. }
$$

Proof. The map $f \mapsto \int f \cdot g d \mu$ is plainly continuous in $\sigma\left(L^{\infty}, L^{1}\right)$ on $\mathcal{B}_{n}$, so it is sufficient to prove the upper semicontinuity assertion in the case $g=0$,

$$
f \mapsto \int U(s, f(s)) \mu(d s)
$$

Once we have upper semicontinuity, the compactness statement is obvious. So the task is to prove that for any $a \in \mathbb{R}$, the set

$$
\left.\left.\begin{array}{rl}
\left\{f \in \mathcal{B}_{n}: \int U(s, f(s)) \mu(d s)\right. & \geq a\} \\
& =\bigcap_{\varepsilon>0}\{f
\end{array}\right) \mathcal{B}_{n}: \int U(s, f(s)+\varepsilon \psi(s)) \mu(d s) \geq a\right\}, ~ l
$$

is $\sigma\left(L^{\infty}, L^{1}\right)$-closed. The equality of these two sets is immediate from the Monotone Convergence Theorem and the fact that $\psi \in \mathcal{X}$, and the fact that $U(s, \cdot)$ is $\preceq$-increasing for all $s$. We shall prove that for each $\varepsilon>0$ the set

$$
N_{\varepsilon}=\left\{f \in \mathcal{B}_{n}: \int U(s, f(s)+\varepsilon \psi(s)) \mu(d s)<a\right\}
$$

is open in $\sigma\left(L^{\infty}, L^{1}\right)$. Indeed, if $h \in \mathcal{B}_{n}$ is such that

$$
\int U(s, h(s)+\varepsilon \psi(s)) \mu(d s)=a-\delta<a
$$

we have by (U2) that for any $f \in \mathcal{B}_{n}$

$$
\begin{aligned}
& \int U(s, f(s)+\varepsilon \psi(s)) \mu(d s) \\
& \leq \int[U(s, h(s)+\varepsilon \psi(s))+(f(s)-h(s)) \cdot \nabla U(s, h(s)+\varepsilon \psi(s))] \mu(d s) \\
& \leq a-\delta+\int(f(s)-h(s)) \cdot \nabla U(s, h(s)+\varepsilon \psi(s)) \mu(d s)
\end{aligned}
$$

Since $\nabla U(s, h(s)+\varepsilon \psi(s)) \in L^{1}(S, \mathcal{S}, \mu)$ by (U5), this exhibits a $\sigma\left(L^{\infty}, L^{1}\right)$-open neighbourhood of $h$ which is contained in $N_{\varepsilon}$, as required.

We now need the Minimax Theorem, Theorem 7 on p 319 of Aubin \& Ekeland (1984), which we state here for completeness, expressed in notation adapted to the current context.

Minimax Theorem. Let $B$ and $Y$ be convex subsets of vector spaces, $B$ being equipped with a topology. If
(MM1) for all $g \in Y, f \mapsto \Phi(f, g)$ is concave and upper semicontinuous;
(MM2) for some $g_{0} \in Y, f \mapsto \Phi\left(f, g_{0}\right)$ is sup-compact;
(MM3) for all $f \in B, g \mapsto \Phi(f, g)$ is convex,
then

$$
\sup _{f \in B} \inf _{g \in Y} \Phi(f, g)=\inf _{g \in Y} \sup _{f \in B} \Phi(f, g),
$$

and the supremum on the left-hand side is attained at some $\bar{f} \in B$.
We therefore have

$$
\begin{equation*}
\sup _{f \in \mathcal{B}_{n}} \inf _{g \in \mathcal{Y}(y)} \Phi(f, g)=\inf _{g \in \mathcal{Y}(y)} \sup _{f \in \mathcal{B}_{n}} \Phi(f, g) . \tag{33}
\end{equation*}
$$

From this,

$$
\begin{equation*}
\sup _{f \in \mathcal{B}_{n}} \inf _{g \in \mathcal{Y}(y)} \Phi(f, g)=\inf _{g \in \mathcal{Y}(y)} \int V_{n}(s, g(s)) \mu(d s) \equiv v_{n}(y), \tag{34}
\end{equation*}
$$

say, where

$$
\begin{equation*}
V_{n}(s, z) \equiv \sup \left\{U(s, x)-z \cdot x: x \in A_{n}\right\} \uparrow V(s, z) \tag{35}
\end{equation*}
$$

Consequently, $v_{n}(y) \leq v(y)$. Now in view of the property (19), we have that

$$
\mathcal{B}_{n} \subseteq \mathcal{X}=\bigcup_{x \in C} \xi^{-1}(x)
$$

so

$$
\begin{aligned}
v_{n}(y)=\sup _{f \in \mathcal{B}_{n}} \inf _{g \in \mathcal{Y}(y)} \Phi(f, g) & =\sup _{f \in \mathcal{B}_{n}} \inf _{g \in \mathcal{Y}(y)} \int\{U(s, f(s))-f(s) \cdot g(s)\} \mu(d s) \\
& =\sup _{f \in \mathcal{B}_{n}}\left[\int U(s, f(s)) \mu(d s)-\sup _{g \in \mathcal{Y}(y)} \int f \cdot g d \mu\right] \\
& =\sup _{f \in \mathcal{B}_{n}}\left[\int U(s, f(s)) \mu(d s)-\inf _{x \in \Psi(f)} x \cdot y\right] \\
& =\sup _{f \in \mathcal{B}_{n}} \sup _{x \in \Psi(f)}\left[\int U(s, f(s)) \mu(d s)-x \cdot y\right] \\
& \leq \sup _{f \in \mathcal{X}} \sup _{x \in \Psi(f)}\left[\int U(s, f(s)) \mu(d s)-x \cdot y\right] \\
& =\sup _{x \in C} \sup _{f \in \mathcal{X}(x)}\left[\int U(s, f(s)) \mu(d s)-x \cdot y\right] \\
& =\sup _{x \in C}[u(x)-x \cdot y]
\end{aligned}
$$

The sequence $v_{n}(y)$ clearly increases with $n$, so the proof will be complete provided we can prove that

$$
\begin{equation*}
\lim _{n} v_{n}(y)=v(y), \tag{36}
\end{equation*}
$$

for which we fashion a variant of the argument in Kramkov \& Schachermayer (1999); some points require a little care, and we present the proof through a sequence of lemmas whose proofs occupy the Appendix.

Proposition 2 There exists some sequence $\left(h_{n}\right)$ in $\mathcal{Y}(y)$ such that $h_{n} \rightarrow h \mu$ almost everywhere, and such that

$$
\lim _{n} \int V_{n}\left(s, h_{n}(s)\right) \mu(d s)=\lim _{n} v_{n}(y) .
$$

The limit $h$ is in $\mathcal{Y}(y)$, by property (Y2).

Proposition 3 For all $n \leq m$, for all $z \in C^{*}$, for all $s \in \mathcal{S}$,

$$
\begin{equation*}
V_{m}\left(s, \varepsilon_{n}(s)+z\right)=V\left(s, \varepsilon_{n}(s)+z\right) . \tag{37}
\end{equation*}
$$

Proposition 4 The family $\left\{V\left(s, \varepsilon_{n}(s)+g(s)\right)^{-}: n \in \mathbb{N}, g \in \mathcal{Y}(y)\right\}$ is uniformly integrable.

Let us now complete the proof of Theorem 1, using these results. We have

$$
\begin{aligned}
v(y) & \leq \int V(s, h(s)) \mu(d s) \\
& \leq \underset{n}{\liminf _{n} \int V\left(s, \varepsilon_{n}(s)+h(s)\right) \mu(d s)} \\
& \leq \underset{n}{\liminf _{n} \operatorname{iniminf}} \int V\left(s, \varepsilon_{n}(s)+h_{m}(s)\right) \mu(d s) \\
& \leq \liminf _{n}^{\liminf } \int V_{m \geq n}\left(s, \varepsilon_{n}(s)+h_{m}(s)\right) \mu(d s) \\
& \leq \liminf _{n} \liminf _{m \geq n} \int V_{m}\left(s, h_{m}(s)\right) \mu(d s) \\
& \leq \limsup _{n} v_{n}(y) \\
& \leq v(y)
\end{aligned}
$$

using respectively: the definition (26) of $v$ and the fact (Proposition 2) that $h \in \mathcal{Y}(y)$; Fatou's Lemma, Proposition 4, and (22); Fatou's Lemma, Proposition 4; Proposition 3; the fact that $V_{m}$ is $\preceq$-decreasing; Proposition 2; the fact that $v_{n}(y) \leq v(y)$ for all $n$. This chain of inequalities of course establishes (36), which finishes the proof of Theorem 1 .

## 4 The examples concluded.

Now we complete the analysis of Example 1 and 2 using the theory we have developed in Chapter 3. This closes the gap and proves that the dual problems indeed are as assumed in Chapter 2.

### 4.1 Example 1: Cuoco-Liu (2000)

The Second step: proving duality. In order to use Theorem 1 to prove the dual form of the problem, we have to cast the Cuoco-Liu example in the form of Section 3, and verify the conditions of Theorem 1. The dimension $d$ of the problem is 1 , and the convex cone $C$ is $\mathbb{R}^{+}$.

For the finite measure space $(S, \mathcal{S}, \mu)$ we take

$$
S=[0, T] \times \Omega, \quad \mathcal{S}=\mathcal{O}[0, T], \quad \mu=\left(\operatorname{Leb}[0, T]+\delta_{T}\right) \times P,
$$

where $\mathcal{O}[0, T]$ is the optional ${ }^{8} \sigma$-field restricted to $[0, T]$. The set $\mathcal{X}(x)$ is the collection of all bounded optional $f: S \mapsto \mathbb{R}^{+}$such that for some non-negative ( $X, c$ ) satisfying (1), for all $\omega$,

$$
\begin{equation*}
f(t, \omega) \leq c(t, \omega), \quad(0 \leq t<T), \quad f(T, \omega) \leq X(T, \omega) . \tag{38}
\end{equation*}
$$

Remark. The assumption that $f$ is bounded is a technical detail without which it appears very hard to prove anything. The conclusion is not in any way weakened by this assumption, though, as is discussed in Rogers (2001), Chapter 4.

Next we define $\mathcal{Y}_{0}(y)$ to be the set of all solutions to (5) with initial condition $Y_{0}=y$. From this we define the set $\mathcal{Y}(y)$ to be the collection of all non-negative adapted processes $h$ such that for some $Y \in \mathcal{Y}_{0}(y)$

$$
h(t, \omega) \leq Y(t, \omega) \quad \mu \text {-almost everywhere. }
$$

Finally, we define a utility function $\mathcal{U}: S \times \mathbb{R}^{+} \mapsto \mathbb{R} \cup\{-\infty\}$ in the obvious way:

$$
\mathcal{U}((t, \omega), x)=U(t, x)
$$

and we shall slightly abuse notation and write $U$ in place of $\mathcal{U}$ henceforth.
We have now defined the objects in terms of which Theorem 1 is stated, and we have to prove that they have the required properties.

The proof of (X1)-(X4) and (Y1) can be found in Rogers (2001).
(Y2) In view of Assumption (B), we know that

$$
\tilde{g}(t, x, \omega)=+\infty \quad \forall|x|>\gamma, \forall t, \omega .
$$

Suppose that $\left(h^{k}\right)$ is some sequence in $\mathcal{Y}(y)$ converging in $\mu$-measure; we may (and shall) by passing to a subsequence suppose that the sequence converges $\mu$ -almost-everywhere to limit $h$. The aim is to prove that $h$ is dominated by some element of $\mathcal{Y}_{0}(y)$.

For each $k$ there exists a process $\nu^{k}$ such that the process $Y^{k}$, solution to

$$
\begin{equation*}
d Y_{t}^{k}=Y_{t}^{k}\left[\Sigma_{t}^{-1}\left(r_{t} \mathbf{1}-b_{t}-\nu_{t}^{k}\right) \cdot \sigma_{t} d W_{t}-\left(r_{t}+\tilde{g}\left(t, \nu_{t}^{k}\right)\right) d t\right], \quad Y_{0}^{k}=y \tag{39}
\end{equation*}
$$

dominates $h^{k} \mu$-a.e.. We may without loss of generality assume that $\left|\nu_{t}^{k}\right| \leq \gamma$ for all $t$ and $\omega$. To see this, if we define the function

$$
\Phi(x) \equiv x \frac{\gamma \wedge|x|}{|x|}
$$

[^4]and replace the process $\nu^{k}$ by $\bar{\nu}^{k} \equiv \Phi\left(\nu^{k}\right)$, then $Y^{k}$ is changed to $\bar{Y}^{k}$, which agrees with $Y^{k}$ up to the stopping time
$$
\tau^{k} \equiv \inf \left\{t: \int_{0}^{t} I_{\left\{\left|\nu_{s}^{k}\right|>\gamma\right\}} d s>0\right\}
$$

However, $Y^{k}$ vanishes on $\left(\tau^{k} \wedge T, T\right]$, so we have throughout $[0, T]$ that $Y^{k} \leq \bar{Y}^{k}$, and it will be sufficient to prove that some limit of the $\bar{Y}^{k}$ is in $\mathcal{Y}(y)$ and dominates $h$.

Since we now have that $\nu_{t}^{k}$ lies in the compact closed unit ball of radius $\gamma$, we can apply Lemma A1.1 of Delbaen \& Schachermayer (1994) to deduce that we may find $\theta^{k} \in \operatorname{conv}\left(\nu^{k}, \nu^{k+1}, \ldots\right)$ which converge $\mu$-a.e. to some limit $\theta$. If we now define $\hat{Y}^{k}$ to be the solution to (39) with $\nu^{k}$ replaced by $\theta^{k}$, we have

$$
\begin{equation*}
\log \left(\hat{Y}_{t}^{k} / y\right)=\int_{0}^{t} \Sigma_{s}^{-1}\left(r_{s} \mathbf{1}-b_{s}-\theta_{s}^{k}\right) \cdot d Z_{s}-\int_{0}^{t}\left(r_{s}+\tilde{g}\left(s, \theta_{s}^{k}\right)+\frac{1}{2} \theta_{s}^{k} \cdot \Sigma_{s}^{-1} \theta_{s}^{k}\right) d s . \tag{40}
\end{equation*}
$$

Passing to a subsequence if necessary, and using the uniform boundedness of the $\theta^{k}$, we may suppose that the stochastic integral terms on the right of (40) converge uniformly almost surely. We may not be able to deduce the convergence of the Lebesgue integral terms involving $\tilde{g}$, but the Fatou inequality works the right way for us, and yields

$$
\begin{align*}
\lim \sup \log \left(\hat{Y}_{t}^{k} / y\right) \leq & \int_{0}^{t} \Sigma_{s}^{-1}\left(r_{s} \mathbf{1}-b_{s}-\theta_{s}\right) \cdot d Z_{s} \\
& \quad-\int_{0}^{t}\left(r_{s}+\tilde{g}\left(s, \theta_{s}\right)+\frac{1}{2} \theta_{s} \cdot \Sigma_{s}^{-1} \theta_{s}\right) d s \\
\equiv & \log \left(\hat{Y}_{t} / y\right), \tag{41}
\end{align*}
$$

say. Now $\hat{Y} \in \mathcal{Y}_{0}(y)$, and if $\theta^{k}=\sum_{j \geq k} p_{j}^{k} \nu^{j}$ represents $\theta^{k}$ as a finite convex combination of the $\nu^{j}$, by the argument that establishes (Y1) we have

$$
\begin{equation*}
\sum_{j \geq k} p_{j}^{k} h_{t}^{j} \leq \sum_{j \geq k} p_{j}^{k} Y_{t}^{j} \leq \hat{Y}_{t}^{k} \tag{42}
\end{equation*}
$$

But the limit of the leftmost expression in (42) is $\mu$-a.e. equal to $h$, and the limit superior of the rightmost expression in (42) is at most $\hat{Y}_{t}$, which establishes that $h \in \mathcal{Y}(y)$, and hence gives property (Y2).

The properties of the utility, and the finiteness assumption are dealt with as follows: properties (U1) and (U2) are evident, moreover $x \mapsto U(s, x)$ is differentiable and (U7) holds. The remaining properties must be checked on each particular case. For example, if the utility has separable form

$$
U(s, c)=h(s) f(c)
$$

then provided $h$ is bounded, and $f$ is strictly increasing, concave and satisfies the Inada conditions, the conditions (U3)-(U6) are satisfied. For the finiteness condition (F), we must once again check this for each particular case.

The proof of (XY) is the tricky part and is done in Rogers (2001), Chapter 4. This (and the corresponding part of Example 2) requires a condensation argument to construct a limiting optimal process; such arguments are presented in much more general settings in the paper of Guasoni (2002), and various other papers referred to there. However, the presence of running consumption in the objective is a point of difference between our examples and the situations studied in those references, which means that their results cannot be immediately carried over to the present context.

Remark: convex constraints. If we take the Cuoco-Liu problem and impose the constraint that the portfolio should always lie in some closed convex set $K$, then the dynamics are still represented by (1), where now $g$ is modified to be $-\infty$ off the set $K$. However, such a modified $g$ no longer satifies the global Lipschitz condition needed for the proof of the duality relationship. While it is easy to think of ways of approximating the modified $g$ by globally Lipschitz $g$ to which our result does apply, establishing that the duality relation holds in the limit appears to be impossible at the level of generality that we have worked at so far. For example, Cuoco \& Liu (1998) require global growth conditions on the derivative of $U$, and that the original $g$ is globally Lipschitz. The details of passing from the original $g$ to the portfolio-constrained $g$ must depend on context, just as establishing (XY) must depend on context, and it seems pointless to try to frame a set of sufficient conditions.

### 4.2 Example 2: Cvitanic, Karatzas (1996)

Step 2: PRoving duality.
The finite measure space $(S, \mathcal{S}, \mu)$ is

$$
S=[0, T] \times \Omega, \quad \mathcal{O}[0, T], \quad \mu=\left(\operatorname{Leb}[0, T]+\delta_{T}\right) \times P .
$$

Define a cone $C \subseteq \mathbb{R}^{2}$ as follows, $x$ denotes the vector $\binom{x^{0}}{x^{1}}$,

$$
\begin{equation*}
C=\left\{x: \quad x^{0}+(1-\varepsilon) x^{1} \geq 0, \quad x^{0}+(1+\delta) x^{1} \geq 0\right\} . \tag{43}
\end{equation*}
$$

For each $x \in C$ the set $\mathcal{X}^{0}(x)$ is the collection of all optional $X: S \rightarrow C$ fulfilling dynamics (6) with starting value $X_{0}=x$. Define $\mathcal{X}(x)$ to be the set of all optional $f=\left(f^{0}, f^{1}\right)^{t}: S \mapsto C$ such that for some $X \in \mathcal{X}^{0}(x)$, for all $\omega$,

$$
\begin{equation*}
f(t, \omega) \preceq(c(t, \omega), 0)^{t} \quad(0 \leq t<T), \quad f(T, \omega) \preceq X(T, \omega), \tag{44}
\end{equation*}
$$

where $\preceq$ is the partial order induced by the cone $C$.
The dual cone $C^{*}$ is given by the following, where $y=\binom{y^{0}}{y^{1}}$,

$$
\begin{equation*}
C^{*}=\left\{y: \quad(1+\delta) y^{0} \geq y^{1} \geq(1-\varepsilon) y^{0}\right\} . \tag{45}
\end{equation*}
$$

For $y \in C^{*}$, we define $\mathcal{Y}_{0}(y)$ to be the set ${ }^{9}$ of all processes $Y=\left(Y^{0}, Y^{1}\right)^{t}$ which can be represented for some bounded previsible processes $a$ and $\alpha$ as solutions to the SDEs

$$
\begin{align*}
d Y_{t}^{0} & =Y_{t}^{0}\left(\alpha_{t} d W_{t}-r_{t} d t\right) \\
d Y_{t}^{1} & =Y_{t}^{1}\left(a_{t} d W_{t}-\left(\rho_{t}+\sigma_{t} a_{t}\right) d t\right) \tag{46}
\end{align*}
$$

with initial conditions $Y_{0}^{0}=y^{0}, Y_{0}^{1}=y^{1}$, and such that $Y_{t} \in C^{*}$ for all $t$.
Let $\mathcal{Y}_{1}(y)$ be all optional $g: S \rightarrow C^{*}$ such that there is $Y \in \mathcal{Y}_{0}(y)$ with $g \preceq^{*} Y$, where $\preceq^{*}$ is the partial order induced by the cone $C^{*}$. We then take $\mathcal{Y}(y)$ to be the closure of $\mathcal{Y}_{1}(y)$ with respect to convergence in $\mu$.

Remark. We take here the closure in $L^{0}(\mu)$ of the convex set $\mathcal{Y}_{1}(y)$ since it is not clear whether the condition (Y2) is satisfied for such a set of processes dominated by exponential semimartingales in $\mathcal{Y}_{0}(y)$. However, $\mathcal{Y}(y)$ remains convex, satisfies (Y2) by definition, and by Fatou's lemma

$$
\sup _{g \in \mathcal{Y}(y)} \int f \cdot g d \mu=\sup _{g \in \mathcal{Y}_{0}(y)} \int f \cdot g d \mu,
$$

so all we need to confirm (XY) is to check the statements for $g \in \mathcal{Y}_{0}(y)$. There is of course a price to pay, and that is that the statement of the main result is somewhat weaker.
(X1), (X2) and (X3) are trivial.
(X4) By taking $(M, L) \equiv(0,0)$ and $c \equiv 0$ and using the fact that $r$ is bounded, we see from the dynamics of $X$ that, for some small enough $\gamma>0$, the constant function $(t, \omega) \mapsto(\gamma, 0)$ is in $\mathcal{X}=\cup_{x \in C} \mathcal{X}(x)$ and it is clear that $(\gamma, 0) \in \operatorname{int}(C)$.
(Y1) The proof of the convexity of $\mathcal{Y}(y)$ is similar to the proof of property (X1) in the Cuoco-Liu example, compare Rogers (2001), Chapter 4.

[^5]Remark. An analogous proof shows that for $y \in C^{*}$ and $z \in C^{*}$ we have that

$$
\begin{equation*}
\mathcal{Y}(y)+\mathcal{Y}(z) \subseteq \mathcal{Y}(y+z) \tag{47}
\end{equation*}
$$

(Y2) is trivial as we have defined $\mathcal{Y}(y)$ as a closure.
Before we prove condition (XY) which is the difficult part of this section we say a few words about the utility conditions. Assume we are given the utilities $U(t,):. \mathbb{R}^{+} \rightarrow \mathbb{R}$ and $u: C \rightarrow \mathbb{R}$ as above (8); as in Cvitanic \& Karatzas (1996), we suppose that for each $t \in[0, T]$ the map $x \mapsto U(t, x)$ is a strictly increasing, strictly concave, continuously differentiable function that satisfies the Inada conditions. We shall make the convention that $U(t, x)=-\infty$ for $x<0$.

We now aim at defining a utility $\mathcal{U}: S \times C \rightarrow \mathbb{R} \cup\{-\infty\}$ that fits the general theory (Section 3) and, moreover, gives exactly the objective we want. That is, for $f$ fulfilling (44), we need

$$
\int \mathcal{U}(t, f) d \mu \leq E\left[u\left(X_{T}^{0}, X_{T}^{1}\right)+\int_{0}^{T} U\left(s, c_{s}\right) d s\right] .
$$

Construction of $\mathcal{U}$ : the linear map $L: C \rightarrow \mathbb{R}_{+}^{2}$ defined by the matrix

$$
\left(\begin{array}{ll}
1 & 1+\delta \\
1 & 1-\varepsilon
\end{array}\right)
$$

is a linear bijection of $C$ with $\mathbb{R}_{+}^{2}$ that respects the cone orderings. We propose to define a map $\Phi: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}_{+}$by

$$
\Phi(x, y)=\sqrt{x^{2}+y^{2}} \varphi(\theta)
$$

(where $\theta=\tan ^{-1}(y / x)$ ) in such a way that the following properties are satisfied:
(u1) $\Phi$ is strictly increasing on $\mathbb{R}_{+}^{2}$;
(u2) $\Phi$ is concave;
(u3) $\nabla U(\Phi)$ is onto $(0, \infty)^{2}$.
(u4) $U(\Phi)$ is concave.
It is readily verified that by choosing the function

$$
\varphi(x)=\frac{1+\sqrt{4 \sin x \cos x}}{2+\sqrt{2}}
$$

all the properties (u1)-(u4) hold. Hence the map $\mathcal{U}:[0, T) \times C \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\mathcal{U}(t, x)=U(t, \Phi(L x)) \tag{48}
\end{equation*}
$$

is concave, strictly $\preceq$-increasing on $C$, and is easily seen to have the property that

$$
\begin{equation*}
\mathcal{U}(t,(c, 0))=U(t, c) \tag{49}
\end{equation*}
$$

We complete the definition of $\mathcal{U}$ by specifying that

$$
\begin{equation*}
\mathcal{U}(T, x)=u(x) \tag{50}
\end{equation*}
$$

Then, for $f \in \mathcal{X}(x)$ we have that

$$
\int \mathcal{U}(s, f) d \mu=E\left[\mathcal{U}\left(T, f_{T}\right)+\int_{0}^{T} \mathcal{U}\left(s, f_{s}\right) d s\right] \leq E\left[u\left(X_{T}\right)+\int_{0}^{T} U\left(s, c_{s}\right) d s\right]
$$

as (44) is fulfilled and (49) and (50) hold. And this is exactly what we need, compare with the objective (8).

Now the conditions (U1) to (U7) have to be checked, as well as the finiteness condition (F). Some uniformity in $t$ needs to be assumed for $U$; sufficient is the condition that for each $a>0$,

$$
\begin{equation*}
\int_{0}^{T} U^{\prime}(s, a) d s<\infty \tag{51}
\end{equation*}
$$

(U1), (U2) are trivial.
(U3) Taking $x_{0}=(1,0)$, it is a simple application of the chain rule that

$$
\begin{equation*}
\nabla \mathcal{U}(t, x)=U^{\prime}(t, \Phi(L x)) \nabla \Phi(L x) L \tag{52}
\end{equation*}
$$

Since $\nabla \Phi\left(n x_{0}\right)$ is uniformly bounded, (U3) follows easily by monotone convergence from (51).
(U4) If condition (U4) holds for $U$, then $\mathcal{U}$ will inherit it.
(U5) This follows quickly from (51) when we take $\psi=(1,0)$.
(U6) will follow if for each $t \in[0, T]$

$$
\lim _{x \uparrow \infty}|U(t, x)| /|x|=0,
$$

which we assume is satisfied.
(U7) For this, we have to show that if $z \preceq^{*} z^{\prime} \in \operatorname{int}\left(C^{*}\right)$ and $x, x^{\prime} \in C$ are such that $z \in \partial U(s, x), z^{\prime} \in \partial U\left(s, x^{\prime}\right)$, then $x^{\prime} \preceq x$. Since any $z \in \operatorname{int}\left(C^{*}\right)$ can be represented as $z=(a, b) L$ for some positive $a, b$, from the chain rule expression (52) we see that it will be sufficient to show that the relation

$$
\begin{equation*}
U^{\prime}(t, \Phi(x)) \nabla \Phi(x)=(a, b) \tag{53}
\end{equation*}
$$

between $x \in \mathbb{R}_{+}^{2}$ and $(a, b) \in(0, \infty)^{2}$ is decreasing. Now it is clear that given $(a, b) \in(0, \infty)^{2}$ there exists a unique $x \in \mathbb{R}_{+}^{2}$ such that (53) holds, because the ratio $a / b$ determines the angular part of $x$, and then the distance of $x$ from the origin is derived easily, using the Inada condition and the fact that $U$ is $C^{1}$. To see that the relation is decreasing, we have to show that if either component of $x$ increases, then neither component of $(a, b)$ increases. In terms of derivatives, this condition is

$$
\begin{align*}
U^{\prime \prime}(\Phi) \Phi_{x}^{2}+U^{\prime}(\Phi) \Phi_{x x} & \leq 0 \\
U^{\prime \prime}(\Phi) \Phi_{x} \Phi_{y}+U^{\prime}(\Phi) \Phi_{y x} & \leq 0 \\
U^{\prime \prime}(\Phi) \Phi_{y}^{2}+U^{\prime}(\Phi) \Phi_{y y} & \leq 0 \tag{54}
\end{align*}
$$

But the concavity of $\Phi$ and $U$ together with their monotonicity deals with the first and the last, and the middle condition is satisfied because

$$
\Phi_{y x}^{2} \leq \Phi_{x x} \Phi_{y y}
$$

by concavity of $\Phi$, and the consequent inequalities

$$
\left|\Phi_{y x} U^{\prime}(\Phi)\right|^{2} \leq \Phi_{x x} \Phi_{y y} U^{\prime}(\Phi)^{2} \leq\left(-U^{\prime \prime}(\Phi) \Phi_{x}^{2}\right)\left(-U^{\prime \prime}(\Phi) \Phi_{y}^{2}\right)
$$

the last by the first and last parts of (54).
(XY)
In order to get condition (XY) we will need an analogue of Theorem 3.2 of Kabanov \& Last (2002) for our setting, see Proposition 5 below. The proof consists in reproving some results of Kabanov \& Last (2002), this is rather straightforward but not completely trivial. The proofs are assembled in a technical report of the ISDS: Some details of Example 2 in Klein \& Rogers (2005), Klein (2005). Recall the definition of $\Psi(f)=\{x \in C: f \in \mathcal{X}(x)\}$.

## Proposition 5

$$
\begin{aligned}
\Psi(f) & =\cap_{y \in C^{*}}\left\{x \in C: \int f \cdot g d \mu \leq x \cdot y \quad \forall g \in \mathcal{Y}(y)\right\} \\
& =\cap_{y \in C^{*}}\left\{x \in C: \sup _{g \in \mathcal{Y}(y)} \int f \cdot g d \mu \leq x \cdot y\right\}
\end{aligned}
$$

Proof. The proof is in principle reproving Theorem 3.2 of Kabanov \& Last (2002) for this setting. The details can be found in Klein (2005).

Proposition 6 Let $f \in \mathcal{X}$. Then condition $(X Y)$ holds, that is

$$
\begin{equation*}
\sup _{g \in \mathcal{Y}(y)} \int f \cdot g d \mu=\inf _{x \in \Psi(f)} x \cdot y \tag{55}
\end{equation*}
$$

Proof.
As $X \cdot Y+\int c Y^{0} d t \geq 0$ for all $X \in \mathcal{X}_{0}(x)$ and $Y \in \mathcal{Y}_{0}(x)$ it is rather straightforward to show that $X \cdot Y+\int c Y^{0} d t$ is a supermartingale. Hence

$$
E\left[X_{T} \cdot Y_{T}+\int_{0}^{T} c_{t} Y_{t} d t\right] \leq x \cdot y
$$

Moreover, for elements $f \in \mathcal{X}(x)$ we have that (44) holds and each $g \in \mathcal{Y}(y)$ is a limit of elements of $\mathcal{Y}_{1}(y)$ (which are dominated by elements of $\mathcal{Y}_{0}(y)$ ). So we learn that the left-hand side of (55) is no greater than the right-hand side, by the definition of the measure $\mu$ and by Fatou.

For the proof of the reverse inequality, denote $\Psi_{y}(f)=\left\{x \in C: \sup _{g \in \mathcal{Y}(y)} \int f\right.$. $g d \mu \leq(x, y)\}$, hence, by Proposition 5,

$$
\Psi(f)=\cap_{y \in C^{*}} \Psi_{y}(f)
$$

Observe that $\lambda \mathcal{Y}(y)=\mathcal{Y}(\lambda y)$ for $y \in C^{*}$ and $\lambda>0$, so that $\Psi_{y}(f)=\Psi_{\lambda y}(f)$. This means, it is enough to consider $y=\left(y^{0}, y^{1}\right)^{t} \in \tilde{C}^{*}=\left\{y \in C^{*}: y^{1}=1\right\}$, therefore

$$
\begin{equation*}
\Psi(f)=\cap_{y \in \tilde{C}^{*}} \Psi_{y}(f) \tag{56}
\end{equation*}
$$

Defining $A_{y}=\sup _{g \in \mathcal{Y}(y)} \int f \cdot g d \mu$, we have

$$
\Psi_{y}(f)=\left\{x \in C: x \cdot y \geq A_{y}\right\}
$$

so by Proposition 5, $\Psi(f)$ is an intersection of closed half-spaces.
Assume now that (XY) does not hold, that is, there is $y \in \tilde{C}^{*}$ such that

$$
A_{y}<\inf _{x \in \Psi(f)} x \cdot y .
$$

$\Psi(f)$ is a closed, convex set in $\mathbb{R}^{2}$. There is $x_{y} \in \Psi(f)$ with $x_{y} \cdot y=\inf _{x \in \Psi(f)} x \cdot y$ and

$$
A_{y}<x_{y} \cdot y .
$$

It is clear that $x_{y}$ has to lie in the boundary $\partial \Psi(f)$ of the set $\Psi(f)$. Now it's a geometric argument. We distinguish three cases:
A) There is a unique tangent to $\partial \Psi(f)$ in $x_{y}$ and it touches $\partial \Psi(f)$ in more than one point. That's the trivial case, by (56) there is only one possibility for $\Psi(f)$ to look like that, and that is $x_{y} \cdot y=A_{y}$, a contradiction.
B) There is a unique tangent to $\partial \Psi(f)$ in $x_{y}$ and it touches $\partial \Psi(f)$ only in $x_{y}$. By (56) there exist sequences $y_{n}$ and $z_{n} \in \tilde{C}^{*}$ with $\lim y_{n}=\lim z_{n}=y$ and $y_{n}^{0}<y^{0}$ and $z_{n}^{0}>y^{0}$ such that $\lim A_{y_{n}}=x_{y} \cdot y$ and $\lim A_{z_{n}}=x_{y} \cdot y$. For each $n$ we can write $y$ as convex combination $y=\lambda_{n} y_{n}+\left(1-\lambda_{n}\right) z_{n}$. Then, for a subsequence such that $\lambda_{n}$ converges, still $\lim \left(\lambda_{n} A_{y_{n}}+\left(1-\lambda_{n}\right) A_{z_{n}}\right)=x_{y} \cdot y$. On the other hand

$$
\begin{aligned}
& \lambda_{n} A_{y_{n}}+\left(1-\lambda_{n}\right) A_{z_{n}} \\
= & \sup _{g \in \mathcal{Y}\left(\lambda_{n} y_{n}\right)} \int f \cdot g d \mu+\sup _{h \in \mathcal{Y}\left(\left(1-\lambda_{n}\right) z_{n}\right)} \int f \cdot h d \mu \\
= & \sup _{k \in\left[\mathcal{Y}\left(\lambda_{n} y_{n}\right)+\mathcal{Y}\left(\left(1-\lambda_{n}\right) z_{n}\right)\right]} \int f \cdot k d \mu \\
\leq & \sup _{g \in \mathcal{Y}(y)} \int f \cdot g d \mu=A_{y} \\
< & x_{y} \cdot y
\end{aligned}
$$

where the first equation comes from the fact that $\lambda \mathcal{Y}(y)=\mathcal{Y}(\lambda y)$ and the inequality in line 4 comes from (47), i.e., $\mathcal{Y}(y)+\mathcal{Y}(z) \subseteq \mathcal{Y}(y+z)$. But that's a contradiction, for $n \rightarrow \infty$.
C) The tangent to $\partial \Psi(f)$ in $x_{y}$ is not unique. As $\partial \Psi(f)$ is convex there is a tangent from the left hand side and a tangent from the right hand side. By (56) there are $y_{1}$ and $y_{2}$ in $\tilde{C}^{*}$ defining the two tangents and such that $y_{1}^{0}<y^{0}<y_{2}^{0}$ (i.e. such that the tangents cross the y-axes in $x_{y} \cdot y_{1}, x_{y} \cdot y_{2}$ respectively). Moreover, there exist sequences $y_{n}$ and $z_{n} \in \tilde{C}^{*}$ with $\lim y_{n}=y_{1}$ and $\lim _{n} z_{n}=y_{2}$ such that $\lim A_{y_{n}}=x_{y} \cdot y_{1}$ and $\lim A_{z_{n}}=x_{y} \cdot y_{2}$. We can write $y=\lambda y_{1}+(1-\lambda) y_{2}$. Choose subsequences such that $y=\lambda_{n} y_{n}+\left(1-\lambda_{n}\right) z_{n}$ and $\lim \lambda_{n}=\lambda$. Then

$$
\lim \left(\lambda_{n} A_{y_{n}}+\left(1-\lambda_{n}\right) A_{z_{n}}\right)=\lambda\left(x_{y} \cdot y_{1}\right)+(1-\lambda)\left(x_{y} \cdot y_{2}\right)=x_{y} \cdot y
$$

As before this leads to a contradiction. And so we found that $A_{y}=x_{y} \cdot y$ for all $y \in C^{*}$, which gives (XY).

## 5 Appendix: Proofs of auxiliary results.

Proof of Proposition 1.The point to prove, of course, is that there cannot be a sequence $\left(x_{n}\right)$ of points tending to infinity in $C$ at which ever larger values of $U(s, x)-(x, z)$ are attained. So suppose that for some $s$ this were not the case, and that there exist $x_{n} \in C,\left|x_{n}\right| \rightarrow \infty$, such that

$$
\begin{equation*}
a \leq U\left(x_{n}\right)-x_{n} \cdot z \tag{57}
\end{equation*}
$$

where for notational simplicity we temporarily drop the explicit dependence on $s$, and $a$ is some finite real less than $V(z)$. Passing to a subsequence if necessary, we may suppose that $x_{n} /\left|x_{n}\right| \rightarrow \xi \in C \cap S^{d-1}$; since $z \in \operatorname{int}\left(C^{*}\right)$, it must be that $(\xi, z)=2 \varepsilon>0$. Now we use property (U6); for all large enough $n$, $\left|U\left(x_{n}\right)\right| \leq \varepsilon\left|x_{n}\right|$. But this is incompatible with the inequality (57).

Proof of Proposition 2. From (34) we may take $g_{n} \in \mathcal{Y}(y)$ such that

$$
\int V_{n}\left(s, g_{n}(s)\right) \mu(d s) \leq v_{n}(y)+n^{-1}
$$

and hence by Lemma A1.1 of Delbaen \& Schachermayer (1994) there can be found convex combinations $h_{n} \in \operatorname{conv}\left(g_{n}, g_{n+1}, \ldots\right)$ which converge $\mu$-almost everywhere.

In more detail, since the interior of $C$ is non-empty, there exist $x_{1}, x_{2}, \ldots, x_{d} \in$ $\operatorname{int}(C)$ which are linearly independent. Since for each $j=1,2, \ldots, d$ the sequence $x_{j} \cdot g_{n}$ consists of non-negative functions, by applying Lemma A1.1 of Delbaen \& Schachermayer (1994), we can find a sequence $g_{n}^{\prime} \in \operatorname{conv}\left(g_{n}, g_{n+1}, \ldots\right)$ such that $x_{1} \cdot g_{n}^{\prime}$ converges $\mu$-almost everywhere to a limit in $[0, \infty]$. Applying the same result again, we can make a sequence $g_{n}^{\prime \prime} \in \operatorname{conv}\left(g_{n}^{\prime}, g_{n+1}^{\prime}, \ldots\right)$ such that $x_{j} \cdot g_{n}^{\prime}$ converges $\mu$-almost everywhere for $j=1,2$. Proceeding in the same way, we end up with the required sequence ( $h_{n}$ ), such that $x_{j} \cdot h_{n}$ is $\mu$-almost everywhere convergent to a limit in $[0, \infty]$ for each $j=1,2, \ldots, d$. In view of property (19), Fatou's Lemma, and (XY), the limits must be $\mu$-almost surely finite. This implies that there exists $h_{n} \in \mathcal{Y}(y)$ converging $\mu$-a.e. to $h$, which is in $\mathcal{Y}(y)$ using property (Y2), and for which

$$
\int V_{n}\left(s, h_{n}(s)\right) \mu(d s) \leq \sup _{m \geq n}\left[v_{m}(y)+m^{-1}\right] .
$$

Proof of Proposition 3.For notational simplicity, we omit the appearance of $s$. It is a simple result on dual functions that $z \in \partial U(x)$ if and only if $-x \in \partial V(z)$, and then

$$
\begin{equation*}
V(z)=U(x)-x \cdot z \tag{58}
\end{equation*}
$$

Hence $-n x_{0} \in \partial V\left(\varepsilon_{n}\right)$. Moreover, $\varepsilon_{n} \in \operatorname{int}\left(C^{*}\right)$, for if not, there would be some $\tilde{x} \in C$ such that $\tilde{x} \cdot \varepsilon_{n}=0$, and then the inequality

$$
U\left(n x_{0}+t \tilde{x}\right) \leq U\left(n x_{0}\right)+t\left(\tilde{x} \cdot \varepsilon_{n}\right)=U\left(n x_{0}\right)
$$

contradicts the strict $\preceq$-increase of $U$.
Using property (U7), for any $x^{\prime} \in-\partial V\left(\varepsilon_{n}+z\right)$ it must be that $x^{\prime} \preceq n x_{0}$, and so $x^{\prime} \in A_{n}$. The proposition will be proved if we can show that

$$
V\left(\varepsilon_{n}+z\right) \equiv \sup _{x \in C}\left\{U(x)-x \cdot\left(\varepsilon_{n}+z\right)\right\}=U\left(x^{\prime}\right)-x^{\prime} \cdot\left(\varepsilon_{n}+z\right),
$$

which is simply an application of (58).
Proof of Proposition 4.This proof is a slight modification of Lemma 3.2 of Kramkov \& Schachermayer (1999), exploiting condition (U4). Firstly we note that

$$
\begin{aligned}
-V(s, z) & \equiv \inf _{x \in C}\{x \cdot z-U(s, x)\} \\
& \leq \inf _{\lambda>0}\left\{\left(\lambda x_{*}\right) \cdot z-U\left(s, \lambda x_{*}\right)\right\} \\
& \leq \inf _{\lambda>0}\left\{\lambda\left(x_{*} \cdot z\right)-\underline{u}(\lambda)\right\} \\
& \equiv \psi\left(x_{*} \cdot z\right),
\end{aligned}
$$

where the concave increasing function $\psi$ is the dual function of $\underline{u}$. We suppose that $\sup _{a} \psi(a)=\infty$, otherwise there is nothing to prove, and let $\varphi:(\psi(0), \infty) \rightarrow$ $(0, \infty)$ denote its convex increasing inverse. We have

$$
\lim _{x \rightarrow \infty} \frac{\varphi(x)}{x}=\lim _{y \rightarrow \infty} \frac{y}{\psi(y)}=\lim _{t \downarrow 0} \frac{\underline{u}^{\prime}(t)}{t \underline{u}^{\prime}(t)-\underline{u}(t)}=\lim _{t \downarrow 0} \frac{\int_{t}^{1} \underline{u}^{\prime \prime}(d s)}{\int_{t}^{1} s \underline{u}^{\prime \prime}(d s)}=\infty,
$$

using the property (U4). Now we estimate

$$
\begin{aligned}
\int \varphi\left(V\left(s, \varepsilon_{n}(s)+g(s)\right)^{-}\right) \mu(d s) & \leq \int \varphi\left(\max \left\{0, \psi\left(x_{*} \cdot\left(\varepsilon_{n}(s)+g(s)\right)\right)\right\} \mu(d s)\right. \\
& \leq \varphi(0) \mu(S)+\int \varphi\left(\psi\left(x_{*} \cdot\left(\varepsilon_{n}(s)+g(s)\right)\right)\right) \mu(d s) \\
& =\varphi(0) \mu(S)+\int x_{*} \cdot\left(\varepsilon_{n}(s)+g(s)\right) \mu(d s)
\end{aligned}
$$

This is bounded by a finite constant independent of $n$ and $g$, in view of (23), the fact that the constant function $x_{*}$ is in $\mathcal{X}$, and property (XY).

There is a useful little corollary of this proposition.

Corollary 1 For each $y \in C^{*}$, there is some $g \in \mathcal{Y}(y)$ for which the infimum defining $v(y)$ in (26) is attained.

Differentiability of $U$ implies strict convexity of $V$, which in turn implies uniqueness of the minimising $g$.

Proof. Take $g_{n} \in \mathcal{Y}(y)$ such that

$$
\begin{equation*}
v(y) \leq \int V\left(s, g_{n}(s)\right) \mu(d s) \leq v(y)+n^{-1} \tag{59}
\end{equation*}
$$

By again using Lemma A1.1 of Delbaen \& Schachermayer (1994) we may suppose that the $g_{n}$ are $\mu$-almost everywhere convergent to limit $g$, still satisfying the inequalities (59) Now by Proposition 4 and Fatou's lemma,

$$
v(y) \leq \int V(s, g(s)) \mu(d s) \leq \liminf _{n} \int V\left(s, g_{n}(s)\right) \mu(d s) \leq v(y),
$$

as required. The uniqueness assertion is immediate.
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